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_________________________________________________________________________________________ 

Abstract: The prevalence of accidents that raise substantial concerns, due to their potential to cause severe injuries, loss 
of life, and long-term health implications for workers across various industries highlights the urgent need for effective 
accident prevention measures. It is imperative to analyze accident characteristics and different features leading to accidents, 
hence, this study investigates the involvement of men and women in different industry accidents and the contributing 
factors. The number of men and women involved in accidents is examined through the application of linear regression and 
tree-based methods, including  Random Forest, Extra Trees, and XGBoost Regressors, within the context of constrained 
multi-output regression based on the data from the year 1992 to 2015. A model that predicts gender-related accidents for 
the year 2016 to 2021 has been developed using historical data and its accuracy is compared to the actual data from that 
time. The error calculation has been determined using the Mean Average Percentage Error (MAPE) method,  the results 
showing an error of 2.57%, 9.73%, and 2.86% in the prediction of the number of accidents for males, females, and total 
workers, respectively.  Moreover, the feature importance analysis is conducted to identify the key factors influencing the 
number of accidents for both genders. The analysis reveals that the number of wage and salary workers have the highest 
importance for both genders, followed by the number of working-age and under-age workers for accident prediction of 
male and female workers, respectively. This study aims to gain insights into the underlying factors contributing to accident 
occurrence and enhance the understanding of accident involvement among men and women. The study results can 
contribute to the development of effective strategies for accident mitigation, worker protection, and the promotion of safer 
working environments by predicting accidents using machine learning models. 

Keywords: Workplace accident, accident prediction, occupational safety, gender-based accident, mean average percentage 
error approach, feature importance 
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1. Introduction

Accidents in the workplace pose significant risks to individuals and can have substantial implications for industries and 
society as a whole. According to the U.S. Bureau of Labor Statistics (BLS) data from 2022, 2.8 million non-fatal workplace 
injuries and illnesses were reported, and the injury case rate was stated as 2.3 cases per 100 full-time equivalent workers 
(BLS, 2022). Underreporting of occupational incidents, including fatalities, gives a false picture of the real problem. Given 
the significant impacts, numerous strategies for enhancing occupational health and safety are required. To develop proper 
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occupational health and safety strategies, it is crucial to examine the fundamental aspects linked to occupational injuries and 
accidents.  

There are several factors associated with occupational injuries and accidents including individual-related, job-related, 
workplace-related, and organization-related (Khanzode et al., 2012; Park et al., 2019). The most investigated factors are 
sociodemographic, including age, sex, and occupational experience (Kriebel, 1982). According to Bena et al. (2013), the 
risk of injury begins high for young workers with limited experience and when sufficient work experience is gained, the risk 
decreases, however, the risk rises again for older workers (Jones et al., 2013). Some common job-related factors contributing 
to injuries include occupation type, activity type, work location, workplace attributes, shift of working, and the nature of 
worker-production interactions (Gonzalez-Delgado et al., 2015). Considering organization-related factors, higher 
management and coworker support, higher safety commitment, perception of a safer workplace, and smaller workgroup 
sizes are recognized to be associated with low injury risk (Khanzode et al., 2012). 

This study focuses on individual and job-related factors. Understanding the factors that contribute to accidents and 
identifying their impact on different gender groups is crucial for developing effective safety measures and mitigating 
potential hazards (Park et al., 2019; Yosef et al., 2023). A gender-specific analysis can help define the problems and improve 
occupational health and safety management (Forssberg et al., 2022). This research study aims to investigate the involvement 
of men and women in various industry accidents and analyze the contributing factors that influence such accidents. Further, 
referring to the study conducted by Kriebel (1982), considerations such as age and employment status have been identified 
as potential contributors to accidents. By examining the relationship between these factors and accidents, this study seeks to 
gain insights into their respective impacts and provide valuable information for accident prevention strategies. 

Machine learning techniques have been effective in determining the factors contributing to accidents  (Lee et al., 2020). 
It is essential to recognize that men and women may face distinct workplace challenges and exhibit varying vulnerability to 
accidents. This study focuses on analyzing the involvement of men and women in accidents separately to identify any gender-
specific patterns and differences using machine learning. In the subsequent sections of the paper, the methodology employed 
for data collection and analysis is presented. The results of the study are provided, highlighting the key findings related to 
the association of men and women in industry accidents. Finally, the implications of the findings and recommendations for 
future research and safety interventions are mentioned. 

2. Research Procedures and Approach 

The selection of an appropriate data set and its preprocessing are crucial steps in model development. In this study, a 
constrained multi-output linear regression model has been developed using the constraint equation. Tree-based regression 
models including Random Forest, XGBoost Regressor, and Extra Tree Regressor models have been employed to enhance 
the accuracy of the model. Furthermore, an optimization process based on the Sequential Least Squares Quadratic 
Programming (SLSQP) algorithm has been utilized to ensure that the mean squared error is minimized while satisfying the 
custom constraint function. The model has been evaluated using standard regression metrics on both the training and test 
datasets.  

It is noteworthy that the model's purpose is to predict the number of men and women involved in accidents, considering 
the workers’ age and employment status, and to quantify the importance of each feature variable contributing to the accident. 
Fig. 1. shows the flowchart of steps involved in machine learning model development outlining actions involved in the 
constrained multi-output regression process for predicting the number of men and women involved in accidents.  

 

Fig. 1.  Flowchart of steps involved in model development and evaluation 
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(a) 

 

(b) 

 

(c) 

Fig. 2. (a) Accident distribution based on employment status, (b) Accident distribution based on the working age, and (c)  
Accident distribution based on gender 

2.1. Dataset Description 

The data was retrieved from the US Bureau of Labor Statistics website, this data spanning 1992 to 2022 presents information 
related to industrial fatal accidents, covering a wide range of industries including construction, transportation and 
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warehousing, manufacturing, agriculture, forestry, and others. Fig. 2 (a), Fig. 2 (b), and Fig. 2 (c) show the trend and accident 
distribution based on employment status, age group, and gender.  

Data preprocessing was conducted before model development, and there are no missing values in the data set. The age 
variable was considered under three different categories, people below the age of 18 are considered youth or young age 
people,  people older than 18 years, up to 60 years are classified as working age people, and people above 60 are classified 
as older age people. Table 1 shows the feature (independent) variables and the target (dependent) variables used in machine 
learning models. 

Table 1. Feature and target variables  

Number Feature variable Target variable 

1 Wage and salary workers  Number of men involved 

2 Self-employed  Number of women involved 

3 Young age people   

4 Working age people  

5 Older age people  

6 Total number of accidents  

2.2. Model Development  

Machine learning is useful in providing statistical models and algorithms to train and create models that can be used to make 
predictions and classifications (Maheronnaghsh et al., 2023). Machine learning models have gained significant popularity in 
various real-world applications, including document analysis and computer vision. Further, it has been utilized in health and 
safety studies and some application areas including identification, classification, prediction, monitoring, controlling, and 
prevention of safety risks (Dobrucalı et al., 2023). The multi-output linear regression model is a powerful statistical tool 
commonly used in predictive analysis to understand the relationships between multiple dependent variables and a set of 
explanatory variables (Xu et al., 2023). The general Machine Learning model is formulated using the  Eq. (1) (Natarajan, 
2014). 

𝑌 ൌ 𝑓ሺ𝑋ሻ      (1) 

Where Yi is the number of either men or women and f(Xi) is the function of either gender those are involved in the 
accidents. 

Constrained machine learning refers to a specific type of problem where the learned models are required to meet high 
accuracy standards and adhere to predefined constraints or limitations (Perez et al., 2021). Since the data includes some 
constraints, such as the sum of the number of men and women involved in the accident is equal to the total number of 
accidents, a constrained machine learning model is utilized. This constraint is introduced to enhance the accuracy and 
reliability of the predictive outcomes, ensuring that the model aligns with the inherent relationship between the total accident 
count and the respective contributions of men and women. Incorporating constraints during the process of learning patterns 
and rules can be highly beneficial. A variety of specialized systems and techniques have been created to address constraint-
based problems, based on the study conducted by (De Raedt et al., 2010). The constraint equation enforces the constraint 
that the predicted values for each output variable should satisfy certain conditions as given in Eq. (2). 

ሺ𝑌   𝑌௪ሻ െ  𝑋௧௧ ൌ 0,∀   i ൌ 1, 2, . . . , n      (2) 

Where: 

Yimen: Number of men involved in accident i, 

Yiwomen: Number of women involved in accident i, 

Xitotal: Total number of accidents 

The optimization method employed to solve the constrained regression problem in this study is the Sequential Least 
Squares Programming (SLSQP) algorithm. SLSQP is a widely used optimization algorithm for problems with constraints 
(Fu et al., 2019), and it starts by initializing the weights with some initial values. The gradient and Hessian of the objective 
function concerning the weights are then calculated. These calculations depend on the specific objective function being 
minimized. 

The objective function for the constrained multi-output linear regression model can be defined as the mean squared error 
(MSE) between the actual and predicted values of men and women involved in accidents. The formula for MSE can be 
written as Eq. (3) (Chai and Draxler, 2014). 

𝑀𝑆𝐸 ൌ  
ଵ


∑ ൬ቀ𝑌_ೝ

െ  𝑌_ೌೠೌ
ቁ
ଶ
  ቀ𝑌ೢ_ೝ

െ  𝑌ೢ_ೌೠೌ
ቁ
ଶ

 ൰    (3) 

Where: 
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 n: the number of observations 

 Yimen_predicted: the predicted values of men involved in accidents for the ith observation, 

Yimen_actual: the predicted values of men involved in accidents for the ith observation, 

Yiwomen_predicted: the predicted values of women involved in accidents for the ith observation, 

Yiwomen_actual: the predicted values of women involved in accidents for the ith observation, 

The gradient is a vector of partial derivatives of the objective function for the weights. In the SLSQP algorithm, the 
gradient is estimated numerically by the optimization solver for each weight using Eq. (4) (Perez et al., 2012). 

డெௌா

డఉ
ൌ  

ଶ


∑ ቆቀ𝑌_ೝ

െ  𝑌_ೌೠೌ
ቁ
డ_ೝ

డఉ
  ቀ𝑌ೢ_ೝ

െ  𝑌ೢ_ೌೠೌ
ቁ
డೢ_ೝ

డఉ
ቇ  (4) 

Where, 

డ_ೝ

డఉ
 𝑎𝑛𝑑 

డೢ_ೝ

డఉ
 : the partial derivatives of the predicted values of men involved in accidents 

to the weight βi for the ith observation, 

The Hessian is a matrix of second partial derivatives of the objective function for the weights. In the SLSQP algorithm, 
the Hessian is also estimated numerically by the optimization solver. The elements of the Hessian matrix can be 
approximated using Eq. (5) (Kazeev and Tyrtyshnikov, 2010). 

డమெௌா

డఉడఉೕ
ൌ  

ଶ


∑ ൬

డ_ೝ

డఉ

డ_ೝ

డఉೕ
  

డೢ_ೝ

డఉ

డೢ_ೝ

డఉೕ
൰    (5) 

The system of equations is solved using the gradient and Hessian information by updating the weights iteratively. The 
weights are updated using the solution obtained from the system of equations. The optimal values that minimize the objective 
function while satisfying the constraint condition are calculated using Eq. (6) (Shen et al., 2019). 

𝜃ሺାଵሻ ൌ  𝜃ሺሻ െ  ቀ𝐻ିଵ ∇ 𝑀𝑆𝐸൫𝜃ሺሻ൯ቁ      ሺ6ሻ  

Where: 
 θ(i) is the weight vector at iteration i, 

 H(-1) is the inverse of the Hessian matrix, 

∇ MSE(θ(k)) is the gradient vector of the MSE objective function to the weights, 

After updating the weights, the constraint equation is checked if it is satisfied, and the process is repeated until the 
constraint is satisfied. This calculation is repeated until the convergence criteria are met, such as reaching a maximum number 
of iterations, or the weights no longer significantly change. 

After the linear regression model, tree-based regression models are also employed. These models help to address the 
statistical significance of the parameters rather than to estimate, present, discuss, or examine their signs or respective 
marginal contributions (Favero et al., 2023). The ensemble technique of tree-based regression models i.e. Random Forest, 
Extra Trees, and XGBoost combines multiple decision trees to improve prediction performance (Djarum et al., 2021). Thus, 
the ensemble nature of these models allows them to model interactions between variables, providing a more flexible 
representation of the underlying structure. They can handle both numerical and categorical features and are robust to outliers 
in the data (Cutler et al., 2009). Additionally, tree-based models provide feature importance measures, which can help 
identify the most influential features in the prediction process. However, predictive data is prone to errors. Data whose value 
is not close to zero can be evaluated using the mean absolute percentage error (MAPE) which is the most used forecast 
accuracy model given its interpretability and scale dependency (Kim and Kim, 2016). Thus, MAPE has been adopted to test 
the accuracy of the model. If At and Ft denote the actual and forecast values at the data point t respectively, then MAPE for 
n number of years is calculated using Eq. (7). 

𝑀𝐴𝑃𝐸 ൌ
ଵ


 ቚ

ିி


ቚ
ே

௧ୀଵ
       (7) 

2.3. Model Evaluation 

A combination of metrics including RMSE, R2 score, and explained variance score is used for the evaluation of models 
(Zhou et al., 2021). By considering all three metrics, a comprehensive understanding of the model's performance in terms of 
accuracy, fit, and explained variability can be evaluated. Using a combination of these metrics is beneficial for evaluating 
the prediction of men and women involved in accidents in multi-output regression. 

RMSE provides a measure of the average error between predicted and actual values, where a lower RMSE indicates 
better accuracy and a closer fit of the model to the actual data (Chicco et al., 2021), and is computed using Eq. (8). 

𝑅𝑀𝑆𝐸 ൌ  ට
ଵ


∑ ሺ𝑦 െ  𝑦ොሻଶ
ୀଵ       (8) 



Journal of Engineering, Project, and Production Management, 2025, 15(1), 0002 

6 

R2 Score evaluates the goodness of fit of the model, which is calculated using Eq. (9) as recommended by (Kvålseth, 
1985). A value of 1 indicates that the model perfectly predicts the dependent variables. 

𝑅ଶ ൌ 1 െ  
∑ ሺ௬ି ௬ොሻ

మ
సభ
∑ ሺ௬ି ௬തሻమ
సభ

       (9) 

Where: 

 yi is the actual value, 

𝑦തi is the predicted value, 

𝑦ത is the mean of actual value, 

The explained variance score is calculated by employing Eq. (10) (O’Grady, 1982) and assesses the proportion of 
variance explained by the model. A higher Explained Variance Score indicates that the model captures a larger portion of 
the variability in the data. 

𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 ൌ 1 െ  
ሺ௬ି ௬ොሻ

ሺ௬ሻ
      (10) 

Where: 

 Varሺy െ  yොሻ and Var(y) is the variance of prediction errors and actual values, respectively., 

Looking at the training and testing scores, we can observe that the models achieved higher scores on the training dataset 
compared to the testing dataset. This suggests that the models might be overfitting the training data, as they perform better 
on the seen data during training but show slightly lower performance on unseen test data. Among all the models used, the 
Random Forest model is performing better in all three model evaluation indicators. Hence the Feature Importance using 
random forest model is used for the further analysis of the contribution of different parameters in the accident involvement. 

Table 2. Training and Test Performance of Machine Learning Models 

Model R2 Score Explained Variance Score RMSE 

Linear 
Regression 

Training 0.95 0.95 19.97 

Test 0.51 0.59 33.86 

Random 
Forest 

Regressor 

Training 0.99 0.99 28.52 

Test 0.63 0.77 62.93 

XGBoost 
Regressor 

Training 0.99 0.99 0.001 

Test 0.36 0.60 87.43 

Extra Tree 
Regressor 

Training 0.97 0.98 0.01 

Test 0.69 0.77 22.32 

2.4. Feature Importance 

The Feature Importance values in Random Forest represent the relative importance of each feature in making predictions. 
These values indicate the contribution of each feature towards the overall performance of the model. Higher values indicate 
a stronger influence of the feature on the predictions, while lower values indicate less importance (Palczewska et al., 2013). 

For each decision tree, a node's importance, assuming only two child nodes, is calculated using Gini Importance which 
can be determined using  Eq. (11) (Ronaghan, 2018). 

𝐺𝐼 ൌ  𝑊  .𝐶 െ  𝑊௧ሺሻ .𝐶௧ሺሻ െ  𝑊௧ሺሻ .𝐶௧ሺሻ    (11) 
Where: 

GIj is the Gini Importance of node j, representing the importance of the node, 

Wj is the weighted number of samples reaching node j, indicating the sum of sample weights assigned to the node, 

Wright(j) is the weighted number of samples reaching the right child node of j, 

Wleft(j) is the weighted number of samples reaching the left child node of j, 

Cj is the impurity value of node j, typically calculated using the Gini index or another impurity measure, 

Cright(j) is the impurity value of the left node of j, 

Cleft(j) is the impurity value of the left node j. 

This equation quantifies the importance of a node by considering the reduction in impurity achieved by splitting on that 
node, considering the weighted impurity contributions from its child nodes. The importance of each feature on a decision 
tree is calculated applying Eq. (12) (Fu et al., 2019). 
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𝑓 ൌ  
∑ ೕሺೕ: ೕ ೞ  ೌೠೝ ሻ

∑ ೖሺೌ ೖ ್  ೞሻ
      (12) 

Where: 

fi is the importance of feature i, 

nj is the importance of node j, 

nk is the importance of node k, 

∑ n୨ሺ୨:୬୭ୢୣ ୨ ୱ୮୪୧୲ ୭୬ ୣୟ୲୳୰ୣ ୧ሻ  is the sum of importance values for all nodes that split on feature i, 

∑ n୩ሺୟ୪୪ ୩ ୠୣ୪୭୬୧୬ ୲୭ ୬୭ୢୣୱሻ  is the sum of importance values for all nodes. 

The feature importance values fi calculated for each feature can be further normalized to a value between 0 and 1 utilizing 
Eq. (13) (Ronaghan, 2018). 

𝑛𝑜𝑟𝑚 ൌ  


∑ ೕೕ ್  ೌ ೌೠೝೞ
      (13) 

Where: 

fi is the importance of feature i, 

∑ f୨୨ ୠୣ୪୭୬୧୬ ୲୭ ୟ୪୪ ୣୟ୲୳୰ୣୱ  is the sum of importance values for all features. 

The final feature importance, at the Random Forest level, is calculated as the average over all the trees (Ronaghan, 2018), 
following Eq. (14).                                      

𝑅𝐹𝑓𝑖 ൌ  
∑ ೕ

ೕసభ

்
      (14) 

Where: 

RFfii is the final feature importance for feature i in the Random Forest model, 

Normfiij is the normalized feature importance for feature i in tree j, 

T is the total number of trees in the Random Forest 

The sum of the feature importance scores on each tree is calculated and divided by the total number of trees. The feature 
importance score ranges from 0 to 1. The sum of all feature importance values is equal to 1. 

3. Results and Discussion 

First, the number of accidents of men and women is predicted using the model developed from the historical data and is 
compared with the real accident data from the year 2016 to 2021 that has been acquired from the BLS (2022). The graph in 
Fig. 3 shows the relationship between the predicted and actual number of accidents of men, women, and total for the different 
periods, 2016 to 2021, from which, it can be said that the model is performing well for this study.  

 

200

800

1400

2000

2600

3200

3800

4400

5000

2016 2017 2018 2019 2020 2021

N
U

M
B

E
R

 O
F

 A
C

C
ID

E
N

T
S

YEAR

Nos. of actual accidents: Men

Nos. of predicted accidents: Men

Nos. of actual accidents: Women

Nos. of predicted accidents: Women

Nos. of actual total accidents

Nos. of predicted total accidents



Journal of Engineering, Project, and Production Management, 2025, 15(1), 0002 

8 

Fig. 3.  Accident distribution actual vs predicted 

Secondly, according to analysis results, feature importance scores are calculated for both the men and women involved 
in the fatal accidents. Based on these feature importance scores of men involved in accidents as can be seen in Fig. 4, it can 
be inferred that the number of wage and salary workers, the working-age workers, and the total number of accidents are the 
most influential factors for the involvement of male workers in accident. The features: the number of self-employed workers 
and older age worker’s accident history have relatively lower influence. The feature: younger age workers fall in between 
with moderate importance.  

Wage and Salary Workers: The feature importance value of 0.29 suggests that the variable "wage and salary workers" 
has the strongest influence on the number of men involved in accidents. This suggests the employment status of individuals 
classified as wage and salary workers is a significant factor in determining the likelihood of their involvement in accidents. 
It could indicate that men who work as wage and salary workers may be more prone to accidents compared to the self-
employed category.  

Working Age: With an importance value of 0.28, the variable "working age" also has an equal impact on the accident 
rates. This suggests the age range considered as working age plays an important role in determining the number of men 
involved in accidents. It implies that men within the working age range may have a higher likelihood of being involved in 
accidents compared to other age groups. 

Total number of accidents: This variable has a significant importance score of 0.24. This implies that the overall 
frequency or occurrence of accidents, regardless of gender, has a moderate importance in the number of men involved in 
accidents. It indicates that a higher number of accidents overall might lead to a higher number of men being involved in 
accidents. 

Youth: The feature importance value of 0.17 indicates that the variable "youth" has a moderate influence among the other 
variables considered. This implies that the age group classified as youth may have relatively less impact on the number of 
men involved in accidents compared to wage and salary workers and the working age group.  

Older age and Self-employed workers: These features have the lowest importance in the rate of accidents among all 
others. Accidents involving men in this category may be less frequent or have different contributing factors compared to the 
other factors. 
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Fig. 5. Feature Importance Scores for Women Predictions 

 

The graph in Fig. 5 shows the importance of each feature variable regarding the number of female workers involved in 
the accidents. Based on the feature importance scores, it can be implied that wage and salary workers have the highest 
importance value of 0.37, followed by younger age workers with an importance value of 0.31, and working age with an 
importance value of 0.11 in the number of women involved in accidents. The number of older age workers, the total number 
of accidents, and the presence or absence of self-employment also contribute, although to a lesser extent. 

Wage and salary workers: The feature importance value of 0.37 indicates that the variable of this feature has a significant 
influence on the number of women involved in accidents. Based on the nature of work performed by a woman, one can 
determine the level of risk they are in.  

Younger age workers: With an importance value of 0.31, this variable also has a noticeable impact. This suggests that 
the age group classified as youth plays a crucial role in determining the likelihood of women being involved in accidents. It 
implies that young women may have a higher probability of being involved in accidents compared to other age groups. 

Working age workers: The feature importance value of 0.11 suggests that this factor has a relatively lower influence 
compared to the other two variables.  

Other variables: The feature importance values of 0.08, 0.07, and 0.06 suggest that these features have a relatively lower 
influence compared to the other three variables.  

However, the analysis should consider the specific context and limitations to draw accurate conclusions. The feature 
importance scores obtained from the random forest model are based on the specific data and methodology used. These scores 
may not capture the complete picture or may be influenced by various limitations. For instance, the Random Forest model 
assumes certain assumptions and may be sensitive to the choice of hyperparameters, sample size, or feature representation. 
Additionally, feature importance scores can be influenced by the presence of correlated features or the quality of the data. 
Therefore, it is crucial to acknowledge these limitations and understand that the feature importance scores provide insights 
within the specific constraints and assumptions of the model and data used. 

The accuracy of the model based on the actual and predicted data between 2016 and 2021 is depicted in Table 3, with 
error calculation done using the MAPE approach. The global COVID-19 pandemic, which began in 2019, may have 
contributed to certain random errors observed thereafter. 
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Table 3. Forecast Error Evaluation 

Year Actual number of accidents Predicted number of 
accidents 

Error Mean Absolute 
Percentage Error 

MAPE 

 Men Women Total Men Women Total Men Women Total Men Women Total 

2016 4803 387 5190 4673 368 5041 130 19 -149 2.43 4.91 2.87 

2017 4761 386 5147 4605 366 4971 156 20 -176 3.28 5.18 3.42 

2018 4837 413 5250 4727 372 5099 110 41 -151 2.00 9.93 2.88 

2019 4492 344 4836 4731 375 5106 -239 -31 270 5.32 9.01 5.58 

2020 4377 387 4764 4461 340 4801 -84 47 37 2.23 12.14 0.78 

2021 4741 448 5189 4733 371 5104 8 77 -85 0.17 17.19 1.64 

Average 
 

5063 
  

5020 13.5 28.83 -42.33 2.57 9.73 2.86 

4. Conclusion 

In this paper, constrained machine learning algorithms using the SLSQP optimization technique have been presented to 
predict the number of men and women involved in accidents. Also, the influence of various independent variables on such 
predictions has been quantified and discussed. Then various conclusions have been drawn looking at the feature importance 
of the Random Forest model. Based on the feature importance values, the employment status of wage and salary workers 
appears to be a strong influence regarding men involved in accidents, followed by the working age group and the total 
number of accidents. Similarly, for women, the same feature, that is the wage and salary of workers appear to be the most 
important factor responsible for the number of women involved in accidents. The younger age workers also play a significant 
role, followed by the number of working-age workers, while the older age workers, total number of accidents, and 
employment status of self-employed workers have a relatively lower influence. The creation of a model that can forecast 
gender-specific accident rates with a comparatively higher degree of precision can be beneficial for both the prediction as 
well as research in the future. Overall, this research contributes to the understanding of gender-specific patterns in accidents 
and highlights the importance of considering various factors in accident prediction models. The findings can support 
organizations and policymakers in implementing targeted interventions to reduce accidents and improve workplace safety 
for both men and women. By identifying the most important features contributing to accidents involving men and women, 
strategies can be implemented to address specific risk areas. This research contributes to the existing body of knowledge on 
occupational safety and provides practical insights for creating safer work environments. 

It is important to note that the limited dataset posed challenges in achieving robust predictions. The research findings 
suggest that the model’s performance could be further improved with a larger and more diverse dataset including more 
features. Therefore, future research should focus on gathering a larger and more representative dataset to enhance the analysis 
and prediction of accidents. This would enable a better understanding of the underlying patterns and provide more reliable 
insights into the factors influencing accidents involving men and women. Moreover, future research may focus on developing 
different machine learning models, the consideration of alternative optimization algorithms, and the extension of the 
methodology. By addressing these issues, more robust and reliable accident prevention strategies can be developed to ensure 
workplace safety.  
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