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________________________________________________________________________________________ 

Abstracts: Due to the construction industry’s rapid growth, concrete is now the standard building material used in new 
construction. In recent days, the development of the construction industry has focused heavily on how to maintain and 
identify the concrete structure of some older buildings. However, conventional concrete damage identification lacks 
precision and accuracy. Therefore, this work suggests an ultrasonic rebound enhancement approach based on deep 
learning. In order to detect concrete damage, the new algorithmic model measures the concrete data using the ultrasonic 
rebound technique and then analyses it using deep learning. By utilizing the improved Genetic Particle Swarm 
Optimization algorithm (GA-PSO) combined with the Back Propagation Neural Network, an improved GA-PSO-BP 
long-term concrete ultrasonic rebound comprehensive strength measurement model was established. The experimental 
results show that the improved GA-PSO-BP algorithm has a lower root mean square error than the conventional 
algorithm, which is lower than the Back Propagation neural network 0.008 and lower than the Genetic Algorithm-Back 
Propagation algorithm 0.001, and a higher accuracy rate than the Back Propagation algorithm model 0.07 and higher than 
the Genetic Algorithm-Back Propagation algorithm model 0.02. As a result, the improved GA-PSO-BP algorithm 
performs more precisely and accurately than the conventional approach. This study has practical applications for 
practitioners in the construction industry. The high accuracy and precision of the new algorithm render it an effective tool 
for identifying structural damage in old concrete buildings, which provides more reliable data support for maintenance 
efforts. This not only generates novel methods for enhancing concrete damage detection but also contributes to the 
sustainable development of the construction industry. 
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1. Introduction 

In engineering structural monitoring, concrete is a common and vital building material. It is imperative to detect concrete 
damage accurately and promptly to ensure the structure’s reliability and safety (Jesús et al., 2021). The non-destructive 
testing method of the ultrasonic rebound plays a crucial role in evaluating the quality and degree of damage to concrete 
structures. However, conventional rebound techniques depend on operator skills and experience, leading to inadequate 
precision and accuracy (Peng et al., 2021). This study presents the application of deep learning technology to identify and 
quantitatively evaluate concrete damage in an automated and intelligent manner using neural networks’ pattern recognition 
and data learning capabilities (Pan and Yang, 2020). The traditional ultrasonic rebound method faces limitations due to 
subjective factors and operator practical experience, which pose challenges in providing precise damage detection results 
under complex damage conditions. This research introduces deep learning techniques and employs extensive data to train 
neural network models, thus enhancing the accuracy and robustness of damage detection (Karve et al., 2020). Training and 
optimizing deep learning models and applying them to the field of ultrasonic rebound detection solves the limitations of 
traditional damage detection methods and improves the reliability and universality of detection. The main objective of this 
study is to explore a deep learning-based method for ultrasonic rebound measurement to enhance the accuracy and 
reliability of concrete damage detection (CDD). This study comprises four parts. The four sections of this study are as 
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follows: Section one provides an overview of research achievements both domestically and internationally. Section two 
presents a new model that was constructed to improve the deep learning algorithm. Section three analyzes the accuracy and 
other characteristics of the new model. Section 4 contains summarizes the research and briefly elaborates on the 
experimental results and future research directions. 

2. Related Works 

With the advancement of modern science, concrete is being used in construction on an increasing basis. As a result, 
determining the life, age, and degree of damage of concrete has become a crucial area for research. Numerous experts and 
academics have conducted extensive research on this topic. Lin and Scherer (2020) though that the CDD of bridges is an 
important means of detection of the bridge building in use. In this study, a better concrete inspection method was proposed. 
The new method uses an advanced detection system that can respond to the data of the vehicles passing through the bridge 
and the bridge itself, and at the same time analyze the structure of the bridge. The experimental findings demonstrated that 
the new method outperformed the conventional method in determining the severity of concrete deterioration in bridges. 
Zhang et al (2020). in detecting the damage level of concrete in bridges found that traditional detection techniques built on 
the basis of neural networks can be limited by the data and the detector. Therefore, a new detector for physical detection 
was proposed, the new detector uses a new learning transfer method using new training weights. Bhowmick and 
Nagarajaiah (2020) found that the use of real-time automated detection was able to solve the problem of multiple cracks in 
detecting the extent of crack damage on the surface of the concrete. The principal component analysis method was able to 
detect cracks at different times. The experimental use of the method was also validated in the inspection of the concrete. 
The results of the experiments showed that the novel method, which can identify and track various fracture locations and 
moments, is a very useful detection technique. Gao and colleagues (2022) identified issues with the resolution level when 
using the traditional concrete damage imaging method. Consequently, they enhanced the imaging method resulting in the 
ability to examine spatial resolution and reconstruct spectral signals. The authors’ findings have implications for improving 
CDD techniques. The experimental results demonstrated that the new method was able to achieve an increase in spatial 
resolution through damage imaging detection of concrete even when using instruments with reduced resolution. 

Qi and Chen (2022) believed that the traditional CDD method will have detection failure, which will lead to the 
deterioration of the detection effect, so a new damage detection and crack analysis method is proposed on the traditional 
hierarchical analysis method, and a new damage detection system is built. The findings of the hierarchical analysis can be 
calculated, and their weights determined using the new method. According to the experimental findings, the novel 
approach offered greater detection sensitivity, greater detection speed, and higher detection accuracy. Yin et al. (2021) 
proposed a new damage detection technique after finding that the frequency generated by the pump wave is limited by the 
excitation limit, which leads to the reduction of the sensitivity of concrete detection. The new technique had lower power 
and was capable of detecting minor concrete damage. Nasery et al. (2020) found a new method of concrete detection in the 
experimental and identification detection of concrete; the new method is able to extract data from the concrete data in the 
conventional state and is able to determine the degree of damage to the data of concrete in the case of spring coefficient 
change. The experimental results showed that the new method had higher accuracy and higher recognition of the degree of 
concrete damage compared to the conventional method. The concrete structure of composite materials lacked a damage 
detection method. Through static simulation data and damage location, this novel approach can identify the concrete 
damage degree. The experimental findings showed that the novel approach can enhance concrete testing’s sensitivity and 
enable the detection of the degree of damage to composite concrete structures. 

In conclusion, even though many experts and academics have already attained a significant amount of research findings 
in the study of CDD, the research method still lacks sufficient accuracy and sensitivity. The current research is still focused 
on how to increase the accuracy and sensitivity of the CDD method. Therefore, this research will start from improving the 
accuracy and sensitivity of CDD method to study the problem. 

3. Modelling of CDD by DL-based UR Assay 

This chapter is to provide an overview of the determination principle of the UR determination method and how to use the 
UR determination method to determine concrete damage data. The new improved hybrid algorithm model is also built by 
combining three traditional DL algorithm models and the advantages of the new algorithm are described. 

3.1. Determination of Concrete Damage by UR Method 

The ultrasonic rebound comprehensive method combines the rebound and ultrasonic methods for non-destructive quality 
detection of concrete. Surface strength is measured with a rebound instrument, while internal conditions are determined 
using ultrasonic instruments. Concrete strength is predicted based on velocity values and rebound results. This method 
enhances detection accuracy and reliability compared to using only rebound or ultrasound. The rebound method refers to 
the use of rebounders to hit the concrete surface, using the elasticity of concrete to achieve a method of testing the strength 
of concrete. In practice, the working principle of the rebound instrument is to use the rebound needle on the rebound 
instrument to hit the concrete, so that the rebound needle is impacted by the elastic deformation, and then fed back to the 
rebound instrument in the system to test the impact by the size of the force to judge the strength of the concrete (Fang et al., 
2020). The rebound instrument consists of rebound needle, spring, force receiving device, the main system and other 
components. The rebound needle is mainly responsible for the rebound instrument force transmission work, the received 
force transmission; spring is responsible for the transmission of the force further transmission to the rebound instrument, 
the force receiving device is responsible for receiving the rebound force, the main system is responsible for the analysis of 
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the force measured out of the concrete strength. The workflow of the rebound instrument can be expressed by Eq. (1) 
(Scherr and Grosse, 2020). 

 2 21 1

2 2
E KL KX                                  (1) 

In Eq. (1), E  represents the change in potential energy before and after impact, K  represents the stiffness 

strength of the spring, X  represents the distance of spring rebound, and L  represents the tensile length of the spring. 
Different outcomes will follow from the use of rebounders as the concrete structure varies, and there will also be specific 
requirements for the performance of the rebounders and the choice of parameters. The ultrasonic testing method can assess 
concrete performance using ultrasonic waves. An ultrasonic device emits pulse waves and reads data within the concrete to 
analyze its state. As shown in Eq. (2) (Zima and Krajewski, 2022). 
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In Eq. (2), pV
 denotes the velocity of the ultrasonic pulse,   denotes the Lamé elastic constant,   denotes the 

density,   denotes the Poisson’s ratio, and E  denotes the Young’s modulus quantity. Since the composition of 
concrete is divided into two parts, the aggregate part and the cement stone, the ultrasonic pulse will be viewed as 
propagating through both parts. The propagation equation is shown in Eq. (3). 

 
1 a m

b a m

V V

v v v
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In Eq. (3), bv
 represents the propagation speed of ultrasonic waves in cement, mv

 represents the propagation speed 

of ultrasonic waves in concrete, aV
 represents the relative volume size of aggregate, av

 represents the propagation 

speed of ultrasonic waves in aggregate, and mV
 represents the relative volume size of cement. However, in practice, the 

mixing of cement will interfere with the ultrasonic waves in operation, resulting in detection errors, so the UR method is 
used to detect the concrete based on the combination of rebound and ultrasonic methods. The advantage of the UR method 
is that it can detect the surface strength of the concrete, but also can use ultrasonic waves to detect the internal structure of 
the concrete (Zima and Krajewski, 2022). Compared with the single detection method UR testing has higher precision and 
detection accuracy. However, the test range of this method is only applicable to the strength test of concrete within the age 
of 5 years, and other methods need to be used for the detection of concrete with a long age. Eq. (4) is the long age of 
concrete strength derivation equation (Van Steen et al., 2021). 

 ( ) ( )cm cmf t t f  (4) 

In Eq. (4), 
( )cmf t

 denotes the average value of concrete strength at time t , cmf
 denotes the strength of concrete 

against compression at the age of 27 days, 
( )t  denotes the coefficient expression of concrete at time t , and t  

denotes the age of concrete. The variation curve of concrete strength is shown in Eq. (5) (Van Steen et al., 2021). 
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In Eq. (5), ,
c

cu if
 denotes the value of the conversion unit of concrete strength, iv

 denotes the representative value of 

the concrete when testing the rebound, and iR
 denotes the representative value of the ultrasonic pulse in the testing 

interval. When the rebound value of concrete is obtained by ultrasonic pulse testing, the purpose of testing different test 
points can be achieved by using petroleum jelly to fit the plane of concrete and the plane of tester. Eq. (6) is the expression 
for calculating the average value tested at three test points (Znidaric et al., 2020). 
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In Eq. (6), v  denotes the value of ultrasonic pulse in the testing interval, l  denotes the testing distance at different 

points in the testing interval, and 1 2 3, ,t t t
 denotes the acoustic time value at different testing points. When using the UR 

test method to detect the degree of damage and strength of concrete, it is able to achieve a comprehensive detection of 



Journal of Engineering, Project, and Production Management, 2024, 14(3), 0030 

 4 

concrete with an age of up to 5 years, which is more meaningful than the traditional rebound and ultrasonic tests (Znidaric 
et al., 2020). 

3.2. Research on CDD Algorithm Based on DL Improvement Algorithm 

Deep learning algorithms utilize Artificial Neural Networks (ANN) to simulate the working principles of human brain 
neurons for pattern recognition and learning, making them a type of machine learning. Technical term abbreviations are 
explained upon first usage. The algorithms consist of Multilayer Perceptron (MLP), Recurrent Neural Networks (RNN), 
Genetic Algorithm (GA), Particle Swarm Optimization (PSO), and Back Propagation Neural Network (BPNN), which 
focus on concrete loss detection and global search abilities. For the purpose of algorithm optimization and enhancement, 
GA, PSO algorithm and BPNN with strong global search ability are selected. One of the DL techniques, BPNN, analyzes 
the concrete test data using the inputs of signal data and changes in neuron function to obtain the output value and 
expected value of the function network (Znidaric et al., 2020). As shown in Fig. 1, the learning procedure of BPNN is 
depicted. 
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Fig. 1. BPNN learning process 

In Fig. 1, the learning process of the BPNN is a unique data processing process. It can transform the degree of 
matching between input and output data into a nonlinear mapping problem, and then increase the accuracy of the mapping 
after gradient reduction and other ways. BPNN is mainly achieved through the backpropagation of the calculation results 
and error of the data calculation process, by the equation shown in Eq. (7) to process the data forward calculation of the 
implicit layer of the equation (Znidaric et al., 2020). 

 1
1

( )
n

j ij i
i

Y f V X


   (7) 

Eq. (7) shows that 1f  denotes the transformation function of the hidden layer, X  is the input data, equation is the 

input data at the i th time, V  denotes the expression of the weight matrix of the hidden layer in the neural network, 

equation is the weight matrix of the j th neuron and the input data at the i th time. The equation expression for the output 
layer is shown in Eq. (8) (Lin et al., 2020). 

 2
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j
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In Eq. (8), 2f  represents the transformation function of the output layer, Y  represents the computed output value of 

the implicit layer, and equation represents the result at the j th implicit layer; O  represents the result computed by the 

neurons of the data in the output layer, and equation represents the computed result at the k th layer; W  represents the 

expression of the weight matrix of the output of the implicit layer, and equation represents the weight matrix of the k th 

neuron and the j th input data. 

GA is an algorithmic model to simulate biological evolution, GA in solving the actual problem is through the selection 
of the problem data, and then the simulation of biological evolution on the data to achieve the analysis of the problem data 
parsing. As shown in Eq. (9), it is the expression of the equation of GA at the mutation operation (Lin et al., 2020). 
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In Eq. (9), 
'
1cP

 and 
'
2cP

 denote the number of data completed because of gene crossover, 1cP
 and 2cP

 denote the 
number of individuals selected for gene crossover, and   denotes a random number in 0-1. When the genetic reference 
is conducted, individuals in each generation experience mutations in their genes as well as cross-overs during inheritance. 
This convergence through mutation leads to the continuous improvement of the algorithm, ultimately achieving the global 
optimal solution. Where the function minimum solution equation of GA is shown in Eq. (10) (Woods et al., 2021). 

  2 2
2 1 1 2( ) 10(cos 2 cos 2 ) 20f x x x x x       

                   (10) 

In Eq. (10), ( )f x  denotes the minimum value of the function, and 1x
 and 2x

 denote the values of the horizontal 
coordinates in the data. When the GA performs the operation, the algorithmic process of the GA is shown in Fig. 2. 
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Whether the 
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Fig. 2. Basic process of genetic algorithm 

As illustrated in Fig. 2, after the initial population is input, the GA assesses whether the operation should be carried out 
on the data’s fitness. If it meets the operation conditions, it proceeds with data selection, cross-mutation, and ultimately 
concludes with the acquisition of the latest population. Clear and logical steps are taken by the algorithm to ensure optimal 
results (Woods et al., 2021). The entire algorithmic process revolves around solving the global optimal solution. Although 
the GA has a good algorithmic advantage in solving the optimal solution, but its algorithm is less efficient, while the 
calculation will appear premature convergence is not conducive to the detection of concrete damage. 

The BPNN model and the GA model are combined in the GA-BP prediction model, a hybrid algorithm model that may 
use both algorithms to process data for determining the extent of damage and strength of concrete. When generating 
random BPNN parameter errors, chromosome coding is needed for different populations and different random numbers 
(Woods et al., 2021). As shown in Eq. (11) (Qin et al., 2021). 

 ( 1) ( 1)S n l l m        (11) 

In Eq. (11), n  denotes the number of input nodes, l  denotes the number of nodes in the hidden layer. By calculating 
the fitness of the data can be able to judge the feature extraction and genetic merit of different datasets and individuals. Eq. 
(12) is the equation for genetic variation and cross replication (Chen, 2022). 
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In Eq. (12), 
'
IX

 denotes the average value of the processed data and   denotes the regularity coefficient. Although 
the GA-BP algorithm is able to process the data more optimally, but the algorithm still has defects in training and 
individual optimal solutions. PSO is a search algorithm for the study of bird feeding behavior, which is capable of solving 
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multi-dimensional problems with multiple stochastic individuals for solving the extremes and calculating the optimal 
solution. As shown in Eq. (13) (Dou et al., 2022). 

 "
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In Eq. (13), 
"

iV
 represents the velocity change of the particle after updating, iV

 represents the velocity of the 

particle before updating, 
"
iX

 represents the position information of the particle updating in the algorithm, iX
 represents 

the position information of the particle before updating, w  represents the inertia characteristic coefficient possessed by 

the particle, 1c
 and 2c

 represent the parameter values of the learning factor in the algorithm, and 1r  and 2r  represent 
the random values in the numerical values 0-1. Because the particle swarm algorithm has the capability of global search, it 
has several advantages when determining the algorithm’s best answer (Dhayalan et al., 2020). The creation of the 
enhanced GA-PSO-BP algorithm model is made possible by including the BPNN encoder on top of the improved GA-PSO 
algorithm model. The enhanced hybrid algorithm model’s flow diagram is depicted in Fig. 3. 
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Fig. 3. Improved GA-POS-BP algorithm 

In Fig. 3, the hybrid algorithm model combining the three algorithms has more tangible detection advantages than the 
separate algorithm model. To start, the particle swarm algorithm can be used to select the number of populations, and the 
optimal solution can be solved for the randomly generated individuals. In the calculation of fitness, the GA can be used to 
solve the fitness, but the difference with the GA is that the global and individual fitness can be calculated. At the same time, 
after calculating the influence of individuals and the transmission of genetic material, the calculated information on the 
number of individuals and the speed of individuals can be updated in different populations of individuals in order to better 
analyze the location of individuals. The improved GA-PSO-BP algorithm model combines the benefits of the three models, 
giving it more algorithmic advantages in the detection of concrete loss. By continuously updating weights during training, 
a more accurate network model can be obtained (Seraj and Evans, 2020). After establishing an improved GA-PSO-BP 
algorithm model, the current specific data was tested using ultrasonic rebound detection method. The improved 
GA-PSO-BP model was trained using ultrasonic rebound detection data, and the intensity measurement curve fitted by the 
model was compared with the ultrasonic rebound comprehensive method. Analyze errors to ascertain accuracy levels and 
use both fitted and trained data to predict concrete strength and detect any potential damage. The ultrasonic rebound 
method can be utilized to train the concrete data with algorithmic models. It is important to avoid alternate techniques or 
scenarios for data training as this can result in unreliable data. Thus, achieving the desired reliability for the ultrasonic 
rebound method typically requires data training as the only means. 

 

4. Analysis of CDD Experimental Results of Improved GA-PSO-BP Algorithm Model 
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This study used commonly used materials from cement factories to produce large ready-mixed concrete specimens with 
different strengths (C20, C25, C30, C40, C50, C60), as well as rebound value detection data of long-term concrete under 
natural curing at different ages (360d, 730d, 1095d, 2562d, 3400d, 4211d), and established a comprehensive measurement 
curve for ultrasonic rebound strength of long-term concrete. The strength and compressive values were tested for several 
different sets of concrete loss levels in the full data, comparing the BPNN model, the GA-BP algorithm model and the 
improved GA-PSO-BP algorithm model, and were obtained as shown in Table 1. 

Table 1. Concrete strength and compressive testing 

Serial number 
Compressive 

strength value 

Inferred strength value 

Strength curve BP model GA-BP model GA-PSO-BP model 

1 51.2 62.8 63.4 55.62 53.21 

2 58.9 58.93 60.3 59.61 59.22 

3 42.1 44 44.68 46.46 44.86 

4 67.3 65.72 64.98 67.51 66.99 

5 71.6 63.01 62.54 66.25 67.98 

6 63.2 65.34 66.94 69.57 69.24 

7 42.6 48.84 47.99 43.98 41.92 

8 58.1 59.34 59.42 62.33 58.61 

In Table 1, different compressive strength values produce different wall measurement curves when testing the strength 
of concrete. Comparing the compressive strength of concrete in the three algorithmic models, it was discovered that the 
three improved GA-PSO-BP algorithmic models projected strength values closer to the compressive strength values. The 
fifth specimen tested displayed the highest compressive strength value among the samples. This result can be attributed to 
the varying age of the concrete samples. However, among the three algorithmic models, the enhanced GA-PSO-BP 
algorithm is better equipped to measure the extent of concrete loss and exhibits a relatively higher level of accuracy. Fig. 4 
compares the root mean square error curves for all three algorithms. 

0

10-3

10-1

10-2

10-4

M
SE

400 600 800 1000 1200

1 Training error curve

Training frequency
(a) BP training error

1400 0

10-3

10-1

10-2

10-4

M
SE

40 70 100 130 160

1
Training error curve

Training frequency
(b) GA-BP training error

190

0

10-3

10-1

10-2

10-4

M
SE

55 110 165 220

1 Training error curve

Training frequency

(c) GA-PSO-BP training error

330275

 

Fig. 4. Comparison of Root-mean-square deviation curves of three algorithms 

The BPNN model in Fig. 4 modifies the number of training times to reach 410 when the training error approaches the 
convergence state, with an overall algorithm test error value of about 0.017. The GA-BP algorithm reaches the optimal 
error at the number of training times of 190 at this time the error value of 0.010, and at the number of training times of 105 
when the error reaches the convergence state. When the algorithm has been trained 330 times, the ideal error for the 
enhanced GA-PSO-BP algorithm is reached. At this point, the error value is 0.009, and the error has converged. It is clear 
that the enhanced GA-PSO-BP algorithm outperforms the other two algorithms in terms of root mean square error, which 
is lower than both the BPNN’s 0.008 and the GA-BP method’s 0.001. The actual and predicted values of the three 
algorithms for testing the degree of damage to the concrete are compared to obtain the curves shown in Fig. 5. 
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Fig. 5. Real and predicted values of three algorithms 

The enhanced GA-PSO-BP method in Fig. 5 has the highest slope of the curve; the points of various training test 
degrees are located nearer to the curve; at this point, the curve parameter’s value is 0.75. The slope of the curve for the 
GA-BP algorithm model is exceedingly low at just 0.70, which is lower than even the IA model at 0.05. Further, the 
BPNN algorithm model has an even lower slope at 0.58, again lower than the IA model at 0.17. Overall, the curve strength 
of the IA model is higher than that of the other two models. This indicates that the IA’s model is significantly more 
thoroughly tested, as the other two algorithms exhibit more discrete test values relative to the curve. The stability and 
accuracy of the algorithms will be assessed after the performance of the algorithms for concrete detection to confirm how 
well the algorithms perform in various scenarios. A comparison chart of the three algorithms’ accuracy may be shown in 
Fig. 6. 
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Fig. 6. Comparison of algorithm accuracy 

In Fig. 6, the accuracy of the three algorithms increases with the number of training samples. However, the accuracy 
of the algorithms shows a decreasing trend once it reaches the maximum value, as the number of samples increases. When 
there are seven samples, the accuracy of IA is at its highest, 0.91. When there are 6 samples, the accuracy of BPNN is 0.84, 
and when there are 9 samples, the accuracy of the GA-BP method is 0.89. The accuracy of the IA algorithm is the highest 
of the three, surpassing the BP algorithm model’s accuracy by 0.07 and the GA-BP algorithm model’s accuracy by 0.02. It 
is clear that IA outperforms the conventional algorithm model in terms of algorithmic model correctness. In Fig. 7, the 
three algorithms’ test set and training set accuracy are contrasted. 
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Fig. 7. Comparison of the accuracy of three algorithms 

The anticipated and true values for the three algorithms in Fig. 10 exhibit an upward and downward trend as the 
number of training sessions rises. The accuracy of IA is currently 95.61%. However, the accuracy of the other two 
algorithms, BPNN and GA-BP, has a relatively large deviation of the curve of the predicted and true value, with an 
accuracy of 89.52% and 92.68%, respectively. This indicates that the algorithm of this algorithm has a high accuracy of 
algorithmic testing. The accuracy of the two algorithms is worse than IA by 6.09% and 2.93%, respectively, making them 
even less accurate than IA. This demonstrates that IA has higher algorithmic accuracy than the conventional algorithm 
model. 

5. Discussion 

With the rapid development of the construction industry in the national economy, the production of concrete has also 
grown rapidly, and the aging problem of concrete in some elderly buildings has gradually become prominent. The 
traditional inspection and maintenance of long-term concrete can cause varying degrees of damage to the concrete, so it is 
necessary to put forward stricter requirements for the current inspection technology. This study established a new 
improved GA-PSO-BP algorithm and ultrasonic rebound detection of concrete damage. When testing the strength and 
other properties of concrete, the improved GA-PSO-BP algorithm had a small deviation between the compressive strength 
curve and the real curve, and the numerical values were basically close to the real curve. The better data processing and 
optimization of the improved GA-PSO-BP algorithm may account for its superior performance compared to the other two 
algorithm models. Upon comparison of the root mean square error between the three algorithms, the error value of the 
improved GA-PSO-BP algorithm was found to be smaller. However, the GA-PSO-BP algorithm required higher training 
frequency in comparison to the GA-BP algorithm. However, the training error value of the GA-BP algorithm was larger, 
indicating that the GA-BP algorithm reached the local limit during training, resulting in shorter training data time and early 
termination of training. At the same time, the training value and error effect of the BP algorithm were the worst. 
Comparing the differences between the true and predicted values of the three models, it was observed that the improved 
GA-PSO-BP algorithm had a closer curve change trend to the true value. This indicated that the improved GA-PSO-BP 
algorithm had a better prediction performance than the other two algorithms, and could better help the current model data 
to achieve convergence. 

When comparing the accuracy change curves of the three algorithms, the change curves of the three algorithms 
increased with the increase of the number of samples trained, but all showed a decreasing trend in accuracy when reaching 
a certain number. The sample training accuracy curve value of the improved GA-PSO-BP algorithm was the highest, and 
the number of samples was the largest when the accuracy decreases. This may be because the improved GA-PSO-BP 
algorithm model was more stable when training samples, and its training curve was more in line with the real curve. When 
testing the accuracy of the three algorithms, the expected values and actual output curves of the three algorithms fluctuated 
up and down with the increase of sample size. However, the trend of the improved GA-PSO-BP algorithm was close to the 
actual output curve, indicating that the algorithm was closer to the actual output curve when training sample data. It was 
possible to improve the GA-PSO-BP algorithm by integrating the advantages of the other two algorithms during training, 
resulting in better training of the algorithm.  

In summary, the improved GA-PSO-BP algorithm outperforms the other two algorithms in terms of algorithm 
performance and processing of current concrete data. This indicates that the IA model can improve the accuracy and 
accuracy of current data prediction, indicating that the algorithm performs better in processing concrete damage data. 
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6. Conclusion 

The research first establishes the concrete data using the UR technique, compares multiple algorithms to produce a hybrid 
algorithm model based on DL, and then analyses the concrete loss data using the IA model. The experimental findings 
showed that the hybrid IA was more precise and accurate than the conventional algorithm model. The root mean square 
error of IA was lower compared to the two algorithms, being less than the BPNN 0.008 and less than the GA-BP algorithm 
0.001. IA was also superior to the traditional algorithm in detecting the degree of concrete loss, with tighter detection curve 
points. The accuracy of IA was lower compared to the two traditional algorithms, where it was lower than IA by 6.09% 
and 2.93%. It performed better than the BP algorithm model and the GA-BP algorithm model by 0.07 and 0.02, 
respectively, making it the highest of the three algorithms. IA had a more stable algorithm than the traditional method, and 
both methods had a reduced loss function. A new algorithm for detecting the degree of concrete loss had been developed 
as a result of this research, which addressed the CDD algorithm’s lack of precision and accuracy. However, the research 
still has many issues, and additional concrete data will be evaluated in the future. The complexity of predicting the 
long-term strength of concrete has prompted research to conduct experiments only by considering some long-term concrete 
influencing factors, despite considering incomplete factors. Future research directions will also involve in-depth 
examination of the correlation analysis between age and grey correlation, determination of the equation for the long-term 
concrete strength curve with age as the independent variable, and adjustment of parameters for the strength measurement 
curve. Through trial and error in adjusting the spatial structure of the neural network model, further optimization can be 
achieved. In addition to utilizing the enhanced GA-PSO optimization algorithm to fine-tune the BP network, other 
algorithms can also be experimented with for training optimization of the BP network, without being restricted solely to 
adjusting the connection strength. 
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