Road Traffic Status Prediction Approach Based on Kmeans-Decision Tree Model
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Abstract: An effective way to solve the problem of urban traffic congestion is to predict the road traffic status accurately and take effective traffic control measures in time. Considering the impact of visibility on traffic, the pavement status and time characteristics were finely divided, and a regression decision tree was used to establish the traffic flow velocity prediction model with pavement status, time characteristics, and working day characteristics as characteristic parameters. Furthermore, based on the perspective of avoiding using velocity as a single parameter to classify the road traffic status levels, the Kmeans clustering algorithm was used to obtain the classification label results. Moreover, the traffic flow velocity and pavement status were used as characteristic parameters of the classification decision tree to establish the multi-parameter road traffic status prediction model. The experimental result showed that the prediction accuracy of the proposed road traffic status prediction model was 81.31%, and this method has good applicability and certain application value for road traffic status prediction.
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1. Introduction

In recent years, with the increase of motor vehicle ownership in China, the existing road resources can no longer meet the growth of the number of motor vehicles. Traffic congestion has become a serious problem in the majority of urban developments in China. How to accurately predict the traffic status, guide drivers to choose appropriate travel routes, and avoid the occurrence of traffic congestion has become the key to solve the problem. Aifadopoulou et al. (2018) used flow and speed as index parameters and used a neural network method to predict short-term traffic status. Huang et al. (2020) developed a traffic congestion prediction system based on road conditions using flow and velocity as index parameters. Nguyen et al. (2020) proposed a traffic status prediction method based on a 3D Convolutional Neural Network, which used a large number of urban remote sensing data sources in three-dimensional raster images to predict traffic congestion. Nguyen et al. (2020) proposed a traffic status prediction model based on a Hidden Markov Model with average velocity and contrast as index parameters. Minh et al. (2019) identified and predicted traffic parameters by using data shared by mobile devices and traffic flow data collected by fixed sensor systems. Sunindyo and Satria (2020) proposed a traffic status prediction method based on the multi-layer perceptron and long short-term memory (LSTM) neural network. Kumar and Sivanandan (2019) established a regression model to predict the congestion index (CI) of various types of vehicles by considering the bus congestion index, lane width, and signalized intersection as independent variables. Hao et al. (2020) established an urban road traffic status prediction model based on a deep recursive Q-learning method, which was based on an optimized LSTM neural network. Ji and Hong (2019) used a deep learning method to predict the velocity of traffic flow based on real-time long-term evolution (LTE) data. Miglani and Kumar (2019) studied the prediction of traffic flow parameters using various deep learning models in the field of autonomous driving and compared the applicability of these models in intelligent transportation systems. Guo et al. (2018) combined three prediction methods, i.e., neural
network, support vector regression, and random forest, to predict short-term traffic flow under normal conditions and traffic incidents. Liu et al. (2018) used k-nearest neighbor and support vector regression (KNN-SVR) to establish a traffic flow prediction model. Zhang et al. (2019) used a neural network model with a deep autocoder to achieve a short-term prediction of traffic status. Quang and Bae (2021) propose a hybrid depth convolution neural network (CNN) method to predict the short-term traffic congestion index in the urban network. It can be observed from the above-mentioned studies that in the selection of traffic status prediction models, the majority of studies used autoregressive integrated moving average model (ARIMA), random forest, and LSTM neural networks. However, owing to the large amount of data required and the complexity of the models, the computer requires a large amount of memory. Furthermore, the processing speed is relatively low. In the selection of traffic status prediction parameters, the majority of studies consider the traffic flow velocity as the judgment standard. Few studies considered parameter indicators, such as pavement status and time characteristics, but these indicators often have a certain impact on the discrimination of traffic status. If the road traffic status is classified based on velocity only, the classification result will be inaccurate. However, due to the low complexity of the decision tree model, the amount of data required is not particularly large, which makes the processing speed of the computer faster, and the prediction accuracy of the model is also high. Compared with these models proposed above, this model has a better application value. Therefore, this study intends to use the road traffic status prediction method of the Kmeans-decision tree model to classify and predict the traffic status of urban roads.

2. System framework of road traffic status prediction approach

Accurate and efficient prediction of road traffic status is an effective way to improve the commuting efficiency of urban residents. By using a road traffic status prediction approach based on the Kmeans-decision tree model, this study firstly introduced characteristic parameter data, such as pavement status, time characteristics, and working day characteristics., and a regression decision tree was used to establish the traffic flow velocity prediction model. Then, based on the two characteristic parameters of velocity and pavement status, the Kmeans clustering algorithm was used to cluster them to obtain the corresponding category labels. Finally, the velocity and pavement status were used as the characteristic parameters of the model. The road traffic status label obtained using the Kmeans clustering algorithm was used as the output result of the model to establish the classification decision tree model to realize the classification prediction of the road traffic status levels. This specific process is illustrated in Fig. 1.

3. Traffic flow velocity prediction

3.1. Characteristic parameter selection

(1) Pavement status

In rainy weather, owing to the change of the pavement status, the anti-skid coefficient of each status is different, resulting in inconsistent traffic flow velocity. When a vehicle drives over flooded pavements, a water film is formed between the road and the tire. This causes the tire to float, thereby reducing the friction between the tire and the road. Furthermore, rainy weather reduces visibility and interferes with the field of vision of the drivers, thus reducing the overall driving velocity of vehicles.

In this study, the pavement status was divided into three conditions depending on the rainfall intensity: dry pavement, wet pavement, and flooded pavement. When the rainfall was less than 5 mm/h, the pavement was considered to be wet; similarly, when the rainfall was 5 mm/h or more and when there was no rainfall, the pavement was considered to be flooded and dry, respectively (Zhao and Ren, 2017). For example, when vehicles are driving on flooded pavement, the overall velocity of vehicles is reduced compared to dry pavement. At a certain velocity, vehicles driving on flooded pavement will not be congested, while vehicles driving on dry pavement will be congested. Therefore, if road traffic status is predicted only according to the traffic flow velocity, the prediction result will not be accurate enough.

(2) Time characteristics

Owing to the commuting needs of urban residents, the overall velocity of vehicles on some road sections will be different during the morning, evening, and flat peak hours of each working day. Based on the peak and flat peak hours proposed by existing studies, we further added night hours in this study to reflect the impact of visibility on velocity.

(3) Working day characteristics

As the lives of urban residents have a strong regularity, urban residents primarily travel to go to school or work on working days. This is more concentrated in time distribution, and the peak passenger flow is obvious. Similarly, residents primarily travel for leisure and entertainment on non-working days. Thus the peak passenger flow is low. The traffic flow velocity will change correspondingly during the peak hours of the working days.

![Model framework of the road traffic status prediction](image)

### Model framework of the road traffic status prediction

#### 3.2. Establishment of traffic flow velocity prediction model

The idea of decision tree learning mainly comes from the ID3 algorithm proposed in 1986, the C4.5 algorithm proposed by Quinlan in 1993, and the classification and regression tree (CART) algorithm proposed by Breiman et al. in 1984 (Li, 2019). However, because the ID3 and C4.5 algorithms can only classify and predict data, this study is based on the CART algorithm. Additionally, the aforementioned three characteristic parameters were introduced to establish the regression prediction model of...
traffic flow velocity. The steps to establish the proposed model are as follows.

(1) Generation of regression decision tree

The process of using the CART algorithm to generate a regression decision tree is the process of recursively constructing a binary decision tree. Because this study is a regression prediction of traffic flow velocity, the regression decision tree is generated with the goal of minimizing the square error, which is usually called the least squares regression tree. The process of generating a regression decision tree is as follows.

Step (1): Choose the optimal segmentation variable \( j \) and segmentation point \( s \) from the three characteristic parameters of pavement status, time characteristics, and working day characteristics to solve Eq. (1). Browse the variable \( j \), check the segmentation point \( s \) for the fixed segmentation variable \( j \), and choose the pair \((j, s)\) that makes Eq. (1) attain the minimum value.

\[
\min_{j,s} \left[ \min_{x \in \mathcal{R}_j} \left( v_i - c_1 \right)^2 + \min_{x \in \mathcal{R}_s} \left( v_i - c_2 \right)^2 \right] \quad (1)
\]

In Eq. (1), \( v_i \) represents the velocity of each sample, and \( c_1 \) and \( c_2 \) represent the mean value of the sample velocity on the left and right sides of the corresponding segmentation point \( s \) in each segmentation variable \( j \), respectively.

Step (2): Use the selected pair \((j, s)\) to divide the area according to Eq. (2), and then obtain the corresponding velocity value according to Eq. (3).

\[
R_j = \left\{ x \mid x^{(j)} \leq s \right\}, R_s = \left\{ x \mid x^{(j)} > s \right\} \quad (2)
\]

\[
\bar{V} = \frac{1}{N_m} \sum_{x \in R_m} v_i, x \in \mathcal{R}_m, m = 1, 2 \quad (3)
\]

Step (3): Repeat Steps (1) and (2) for the two subregions until the stop condition is met.

Step (4): Divide the input space into \( M \) regions, i.e., \( R_1, R_2, R_M \), to generate the traffic flow velocity model:

\[
f(x) = \frac{1}{M} \sum_{m=1}^{M} f \left( x \right) \quad (4)
\]

Where \( x \in \mathcal{R}_m \), the value of \( f \) is 1, otherwise, it is 0.

(2) Regression decision tree pruning

The CART pruning algorithm was used to cut some subtrees from the bottom of the fully grown regression tree to reduce the complexity of the traffic flow velocity prediction model to avoid overfitting. The pruning algorithm is as follows.

Step (1): Let \( k = 0 \), \( T = f(x) \).

Step (2): Let \( \alpha = +\infty \).

Step (3): Calculate Eq. (5) and (6) for each internal node \( t \) from bottom to top:

\[
g(t) = \frac{C(t) - C(T)}{|T| - 1} \quad (5)
\]

\[
\alpha = \min(\alpha, g(t)) \quad (6)
\]

Where \( T \) represents the subtree with \( t \) as the root node, \( C(T) \) is the prediction error of the training data, and \( |T| \) is the number of leaf nodes of \( T \).

Step (4): Prune the internal node \( t \) with \( g(t) = \alpha \), and decide the class of the leaf node \( t \) using the majority voting method to obtain the tree \( T \).

Step (5): Let \( k = k + 1 \), \( \alpha = \alpha \), and \( T = T \).

Step (6): If \( T \) is not a tree composed of the root node and leaf nodes, repeat from Step (2); otherwise, let \( T = T \).

Step (7): The cross validation method is used to choose the optimal subtree \( T \) from the subtrees to obtain the pruning traffic flow velocity prediction model \( T^* \).

4. Road Traffic Status Prediction Based on Kmeans-Decision Tree Model

In this study, we adopted the method of the combined model, considered the result of the Kmeans clustering algorithm as the classification label of the road traffic status, and established the classification decision tree model to classify and predict the road traffic status.

4.1. Selection of Characteristic Parameters

When vehicles encounter rainy weather while driving, the pavement status changes with different rainfall intensities. Simultaneously, rainy weather will also interfere with the field of vision of the driver, thereby reducing the overall velocity of the vehicle. Therefore, if the road traffic status level is divided only according to the traffic flow velocity, there will be some deviation. Considering the characteristic parameters of the pavement status, the division results of the road traffic status levels will be more accurate.

4.2. Road Traffic Status Division Based on the Kmeans Clustering Algorithm

According to the provisions of the road traffic operation safety status index in the Urban Road Traffic Operation Evaluation Index System and combined with the established mathematical model, we divided the road traffic status into four categories in this study: no congestion, mild congestion, moderate congestion, and serious congestion. Before Kmeans clustering, the sample data should be normalized to improve the convergence rate of the algorithm and make the clustering result more accurate. The normalization formula is shown in Eq. (7).

\[
x' = \frac{x - x_{j,\min}}{x_{j,max} - x_{j,\min}} \quad (7)
\]

where \( x_{j,max} \) and \( x_{j,\min} \) represent the maximum and minimum values of the \( j \)th characteristic parameter, respectively, and \( x'_j \) represents the normalized value of the \( j \)th characteristic parameter of the \( k \)th element, respectively.

The Kmeans clustering algorithm is an iterative process. First, the centers of K classes were selected, and the samples were assigned to the nearest center individually to obtain a clustering result. Then, the mean value of the samples of each class was updated as the new center of the class. The aforementioned steps were repeated until convergence. The specific process is as follows:

Step (1): Initialization. Let \( t = 0 \). Randomly select \( k \) sample points as the initial clustering center \( m^{(0)}_1, m^{(0)}_2, \ldots, m^{(0)}_k \), where each sample data is a two-
dimensional feature vector composed of the velocity and pavement status.

Step (2): Cluster the samples. For the fixed class center \( m^{(i)} = \{ m^{(i)}_1, \ldots, m^{(i)}_l \} \), calculate the distance from each sample to the class center, assign each sample to the class with the nearest center, and form the clustering result \( C^{(i)} \), where \( m^{(i)}_l \) is the class center of \( G_i \). The calculation formula is shown in Eq. (8)

\[
C^{(i)} = \min_{m_l} \sum_{i=1}^{k} \sum_{j=1}^{l} \|x_i - m_j\|^2
\]

Where \( k \) represents the number of categories.

Step (3): Calculate the new class center. For the clustering result \( C^{(i)} \), calculate the average value of the current velocity and pavement status in each class as the new class center \( m^{(i+1)} = \{ m^{(i+1)}_1, \ldots, m^{(i+1)}_l, \ldots, m^{(i+1)}_n \} \).

Step (4): If the iteration converges or meets the stop condition, the sample clustering result \( C^{*} = C^{(i)} \) will be the output. Otherwise, let \( t = t + 1 \) and return to Step (2).

4.3. Road Traffic Status Prediction Based on the Classification Decision Tree Model

(1) Feature selection

Generally, the criterion of feature selection is the information gain or information gain ratio. However, when information gain is used as a feature to divide the training dataset, it tends to be a problem of selecting features with more values (Saracoglu and Ozen, 2020). Therefore, in this study, we used the information gain ratio to address this problem. The algorithm used to calculate the information gain ratio is as follows.

Step (1): Calculate the empirical entropy \( H(D) \) of the data set \( D \). The calculation formula is shown in Eq. (9)

\[
H(D) = -\sum_{i=1}^{k} \frac{|C_k|}{|D|} \log_2 \frac{|C_k|}{|D|}
\]

Step (2): Calculate the empirical conditional entropy \( H(D|A) \) of feature \( A \) to data set \( D \). The calculation formula is shown in Eq. (10)

\[
H(D|A) = \sum_{i=1}^{n} \frac{|D_i|}{|D|} \sum_{i=1}^{n} \log_2 \frac{|D_i|}{|D|}
\]

\[
H(D) = -\sum_{i=1}^{k} \frac{|C_k|}{|D|} \log_2 \frac{|C_k|}{|D|}
\]

\[
gR(D, A) = \frac{H(D) - H(D|A)}{H(A)}
\]

Where \( H(A) = -\sum_{i=1}^{n} \frac{|D_i|}{|D|} \log_2 \frac{|D_i|}{|D|} \), and \( n \) represents the number of values of feature \( A \).

(2) Generation of the classification decision tree

The C4.5 algorithm was used to select characteristic parameters on each node of the classification decision tree by using the information gain ratio criterion. The classification decision tree was constructed recursively. The construction process is shown in Table 1.

The classification decision tree generated by the C4.5 algorithm often has high classification accuracy for model training data, but it is not accurate for unknown test data. This is generally called as the over-fitting phenomenon (Malakis et al., 2020). Therefore, it is necessary to reduce the complexity of the road traffic status prediction model via decision tree pruning. The pruning process for the classification decision tree is presented in Table 2.

5. Case Analysis

5.1. Data Source

Based on velocity data collected by the road section detectors in Nan’an District, Chongqing from June 1 to June 30, 2021, and the Chongqing meteorological data crawled from the website www.wunderground.com, this study demonstrated and analyzed the established road traffic state prediction model. As the time interval for updating the weather data was one h, the traffic flow velocity data were divided at an interval of 1 hour to calculate the average velocity. Thus, 720 groups of characteristic parameter data, such as pavement status, time characteristics, working day characteristics, and traffic flow velocity can be obtained.

<table>
<thead>
<tr>
<th>Tabel 1. Classification decision tree generated using the C4.5 algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> training data set ( D ) and feature ( A ) of the road traffic status prediction model, where the values of data set ( D ) and feature ( A ) are the same as those in Table 3.</td>
</tr>
<tr>
<td><strong>Output:</strong> the road traffic status prediction model.</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>(1) If all instances in ( D ) belong to the same class ( C_k ), set it as a single node tree, consider ( C_k ) as the class of the node, and return ( T' ).</td>
</tr>
<tr>
<td>(2) If ( A = \emptyset ), set ( T' ) as a single node tree, consider the class ( C_k ) with the largest number of instances in ( D ) as the class of the node, and return ( T' ).</td>
</tr>
<tr>
<td>(3) Otherwise, calculate the information gain ratio of each feature in ( A ) to ( D ) according to Equation (10) and select the feature ( A_ε ) with the largest information gain ratio.</td>
</tr>
<tr>
<td>(4) If the information gain ratio of ( A_ε ) is less than the threshold ( ε ), set ( s ) as a single node tree, consider the class ( C_k ) with the largest number of instances in ( D ) as the class of the node, and return ( T' ).</td>
</tr>
<tr>
<td>(5) Otherwise, for each possible value ( a_ε ) of ( A_ε ), ( D ) is divided into several subsets of non-empty ( D_i ) according to ( A_ε = a_ε ), and the class with the largest number of instances in ( D_i ) is used as a marker to construct sub-nodes. The tree ( T' ) is composed of the node and sub-nodes, and ( T' ) was returned.</td>
</tr>
<tr>
<td>(6) For node ( i ), take ( D_i ) as the training set and ( A = { A_ε } ) as the feature set, and recursively call (1) – (5) to obtain the subtree ( T_i ), which is the road traffic status prediction model.</td>
</tr>
<tr>
<td>In the equation, the attribute values of the class ( C_k ) are no congestion, mild congestion, moderate congestion, and serious congestion.</td>
</tr>
</tbody>
</table>

Tabel 2. Pruning algorithm of classification decision tree

Input: the road traffic status prediction model $T'$ before pruning.
Output: the road traffic status prediction model $T_β$ after pruning.

(1) Calculate the empirical entropy of each node.
(2) Recursively retract upward from the leaf nodes of the tree.
(3) Let the entire trees be $T_A$ and $T_B$ before and after a group of leaf nodes retract to their parent nodes, respectively. The corresponding loss function values are $C_α(T_A)$ and $C_α(T_B)$, respectively. If $C_α(T_A) < C_α(T_B)$, then pruning is performed to change the parent node into a new leaf node.
(4) Return to Steps (2) and (3) until it cannot continue and obtain the subtree with the smallest loss function, which is the pruned road traffic status prediction model $T_β$.

5.2. Evaluation Index
To test the reliability of the model, this study used the mean absolute error (MAE) and root mean square error (RMSE) to evaluate the accuracy of the regression decision tree model for velocity prediction. Moreover, the accuracy rate (Acc) was used to evaluate the accuracy of the classification decision tree model for road traffic status prediction. The calculation formulas are shown in Eq. (12)-(14).

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |p_i - q_i|$$

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (p_i - q_i)^2}$$

$$Acc = \frac{1}{N} \sum_{i=1}^{N} o_i * 100\%,
\quad o_i = \begin{cases} 1, & u_i = z_i \\
0, & u_i \neq z_i \end{cases}$$

Where $N$ represents the number of samples, $p_i$ represents the true value of velocity, $q_i$ represents the predicted value of velocity, $u_i$ represents the true value of road traffic status levels, and $z_i$ represents the predicted value of road traffic status levels.

5.3. Result Analysis

5.3.1. Analysis of traffic flow velocity prediction results
According to the traffic travel characteristics of urban roads in Chongqing, we considered 7:00 – 9:00 and 17:00 – 19:00 as the peak hours, 6:00 – 7:00, 9:00 – 17:00, and 19:00 – 23:00 as the flat peak hours, and 23:00 – 6:00 as the night hours. Among all the sample data collected, 520 datasets were selected as the training set and the remaining 200 datasets were selected as the test set to train and test the traffic flow velocity prediction model. The test results of the model are shown in Fig. 2. As shown in Fig. 2, the traffic flow velocity prediction model had a total of 14 velocities with different values. Furthermore, we can observe that the model has a good prediction effect on the traffic flow velocity. By substituting the predicted and real velocity values obtained from the sample test set into Eq. (12) and (13) for calculation, it can be concluded that the MAE and RMSE values of the model are 1.69 and 2.38, respectively.

5.3.2. Analysis of the road traffic status prediction results
Before generating the road traffic status prediction model, some parameters in the model need to be calibrated. Set the value of the hyperparameter $k$ in the Kmeans clustering algorithm as 4. In the classification decision tree model, the values of the pavement status attributes are 1, 2, and 3 to represent dry pavement, wet pavement, and flooded pavement, respectively. The values of the traffic flow velocity attributes are listed in Table 3. In the classification results, the values of road traffic status attributes 1, 2, 3, and 4 represent no congestion, mild congestion, moderate congestion, and serious congestion, respectively.

Table 3. Traffic flow velocity attribute values

<table>
<thead>
<tr>
<th>Velocity</th>
<th>$v \in (0,15)$</th>
<th>$v \in [15,20)$</th>
<th>$v \in [20,30)$</th>
<th>$v \geq 30$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Fig. 2. Prediction results of traffic flow velocity
Fig. 3. Results of Kmeans clustering algorithm
Fig. 5. Classification decision tree model for road traffic status prediction

Fig. 4. Results of road traffic status prediction

After calibrating the values of parameter attributes, all the sample data were substituted into the K-means clustering algorithm for clustering analysis. The clustering results obtained are shown in Fig. 3. After obtaining the traffic status labels of each sample by using the K-means clustering algorithm, 80% of the sample data were selected as the training set of classification decision tree model, and the remaining 20% of the sample data was used as the test set to train and test the model, respectively. The results are shown in Fig. 4 and 5, respectively.

After substituting the real value of the sample classification label in the test set and the predicted value of the sample label obtained by the classification decision tree model into Eq. (14), it can be concluded that the classification accuracy \((Acc)\) of the model is 81.31%, indicating that the classification result is good. Therefore, it can be considered that the model has good applicability to the problem of road traffic status level prediction.

6. Conclusion

In this study, based on the respective advantages of unsupervised and supervised learning algorithms in machine learning, a road traffic status prediction model based on the K-means decision tree is established. Through the empirical analysis, the validity of the model is verified, and the classification prediction of the urban road traffic status is realized, and the prediction accuracy is also relatively high. The traffic management department can predict the road traffic status in advance and take effective control measures in time, so as to avoid the occurrence of traffic congestion to the greatest extent and reduce the losses caused by traffic congestion. Since this method can only be applied to traffic status prediction under a specific road section, we can try to use different models to predict the traffic status of various regions and roads to find a suitable prediction method for different regions and roads in the subsequent research, thereby making it more universal.
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