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_________________________________________________________________________________________ 

Abstract: In this paper, we investigate whether the sentiment contained in text of news items influences a company’s 
stock price. With the means of sentiment analysis, a quantitative approach for measuring sentiment in text, we derive 
scores for positive and negative sentiment contained in news. Next, we relate these quantities to stock market prices. By 
regression analysis we show that the sentiment contained in text of news items affects a company’s stock prices. This 
reveals that human sentiments influence capital markets and shows the potential of sentiment analysis as a quantitative 
approach to measure opinion with possible applications in e.g. public opinion tracking or brand and product management. 

Keywords: Behavioral finance, capital market, news items, sentiment, sentiment analysis.  

_________________________________________________________________________________________ 

1. Introduction

Under the assumption that individuals act rationally and 
strive for utility maximization, many economic 
phenomena have plausible and reasonable explanations. 
However, the theory of behavioral economics prompts us 
to go far beyond these strict, and often incorrect, 
assumptions (Ariely, 2008; Kahneman, 2011). It provides 
insights into many phenomena that are not offered by the 
classical approach. The stock market in particular 
is a place, where psychology has proven to be an 
important factor of the valuation process for financial 
products. 

In this paper, we investigate a specific form of impact 
of the Internet news on the capital market. By means of 
sentiment analysis, we perform an automated large-scale 
examination of text of news items concerning several 
financial entities. The method of sentiment analysis 
constitutes a convenient tool of evaluation of sentiment 
contained in particular piece of text. The goal of the article 
is to verify whether sentiments exhibited towards 
a company influence its daily returns (Lasek, 2013). 

The main idea behind our research is the fact that the 
stock valuation is not a result of strict mathematical 
calculations, but rather it is based on mass psychology, 
at least to a certain extent. If a sufficient number 
of individuals share similar sentiment, common opinion, 
prejudice or expectation, we may observe that it affects 
an investigated phenomenon. We choose news items 
appearing on the Internet as a medium that directly 
influences the sentiment of a number of individual 

investors. We carry out the evaluation and quantification 
of general sentiment in news items towards several chosen 
companies. Next, we relate these quantities to stock price 
changes. We believe that considerable media optimism 
or pessimism corresponds to analogous investor sentiment, 
which results in an upward or a downward pressure on 
stock prices. 

The complexity of the capital market gives rise 
to many interesting research questions and a variety 
of theories for the explanation of its functioning. Among 
the laureates of the 2013 Nobel Prize in Economic 
Sciences we can find Eugene Fama and Robert Shiller for 
their influential research conducted in the field of finance 
(with Lars Hansen being the third laureate). Surprisingly, 
their views appear to be contradictory. Fama (1970) is 
known as the inventor of the Efficient Market Hypothesis. 
He claims that any potentially useful information 
is immediately included in asset prices and therefore stock 
prices are entirely unpredictable – the market is said 
to be efficient. In contrast, Shiller (2005) perceives the 
capital market as a place where psychology and “human 
factor” play a major role and therefore prices are 
irrationally settled. The research done so far in the field 
of finance delivers evidence on how complex the capital 
markets are. It reveals as well that forces acting on the 
stock markets are difficult to understand and that different 
theories may not be consistent with one another, even 
contradictory. There is a need of further investigation 
of dynamically changing and fascinating area of financial 
markets and much is to be discovered. 
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The article is structured as follows. In section two 
we discuss related work to our study. In the third section, 
we describe the method of sentiment analysis that serves 
to measure sentiment contained in a piece of text. 
In section four, we present the results of experiment with 
the use of these measurements and stock market data. 
Finally, in the last section, we summarize the main 
findings and conclusions of our work. 

2. Related Work 

There are two main fundamental approaches that are 
relevant for our work. The first one relates to the field 
of finance, theories of its functioning and the role 
of psychology on capital markets. The second originates 
from information technology and is concerned with 
automated text analysis in order to evaluate the sentiment 
contained in a given corpus of text documents (e.g. news 
items). First, we briefly discuss the economic environment 
of our study – the stock market. 

The history of stock markets began in Amsterdam in 
early seventeenth century (den Heijer, 2002). Since then 
stock markets around the world developed greatly. Thanks 
to stock exchange, enterprises can acquire funding and 
their profits can be distributed among a group of investors. 
Hence stock market is a source of financial capital for e.g. 
an enterprise’s production goals. On the other hand, a 
firm’s performance on product markets, its managerial 
decisions and launch of new products affect its stock price 
(Chaney 1992, Mitchel and Stafford 2000, Peress 2010). 
We shall also note that the stock market is an inherently 
risky economic environment with stock prices varying 
continuously see, e.g. Guo and Whitelaw (2006) and 
references therein. Below we discuss two seemingly 
contradictory views on the stock market. The first one 
considers psychology as a major factor in financial asset 
valuation. According to the second one, the stock market 
is said to be efficient. We consider these views 
complementary rather than contradictory. Behavioral 
aspects of asset pricing were raised by many authors so far. 
Notably Keynes (1936), in his most prominent work, 
considers the capital market in terms of a beauty contest. 
In the contest, the goal is to indicate the prettiest face out 
of hundreds of photographs. The winner of the contest is 
the one whose choice is the closest to the preferences of 
the other competitors. Similarly, the goal of capital market 
investments is not to buy stocks that one considers 
profitable in the future but stocks regarded as such 
by other investors. Keynes also argues that “the market 
will be subject to waves of optimistic and pessimistic 
sentiment, which are unreasoning and yet in a sense 
legitimate where no solid basis exists for reasonable 
calculation”. Conventional valuation of assets is a result 
of mass psychology mechanisms rather than well-founded 
mathematical calculation. Kahneman and Tversky (1974) 
in their influential article describe how different types 
of heuristics can influence and bias people’s decisions. 
In particular, if a description of a company is favorable or 
mediocre, one would rather predict high or low profits 
regardless the fact that such information may not be useful 
for forecasting whatsoever. Over the years many 
abnormalities in the functioning of capital markets were 
documented see, e.g. French (1980), Shiller (1981, 2005), 
Keim (1983), Reinganum (1983), De Bondt and Thaler 
(1985), Benzartzi and Thaler (1995), Johnson and Thaler 
(1999), Thaler (1999), Odean and Barber (1999), Schwert 
(2003), Zielonka (2004), Edmans et al. (2007) or 

Kaplanski and Levy (2010). However, the evidence for 
their presence in real world market data is often 
ambiguous. What is more, any potential abnormality 
creates a possibility of arbitrage in the market and 
it should cancel out with time (Schwert, 2003). 

Another way to look at the stock market is the study of 
its efficiency which we shall discuss here. Fama (1970), 
one of the most influential researchers in the area of stock 
market functioning, is known as the inventor of the 
Efficient Market Hypothesis. According to this hypothesis, 
all information available to investors is immediately 
included in stock prices. Hence there is no opportunity to 
make profit at the stock market as any piece of 
information is already accounted for in an asset price. 
There are close affinities between this theory and the 
Random Walk Hypothesis (Godfrey et al. 1964; Malkiel, 
2007). According to it, stock prices follow a random walk, 
i.e. a process with independent and identically distributed 
increments. Stock price changes are entirely random, 
hence unpredictable. Both these prominent hypotheses for 
financial markets imply that it is impossible to predict 
stock prices movements with any kind of mathematical 
modelling, regardless of its complexity. There is evidence 
supporting each of the hypotheses, however, there is no 
consensus whether indeed the markets are efficient and the 
prices are unpredictable see, e.g. Borges (2010), Lo and 
MacKinlay (2011), Sewell (2011, 2012) and the preceding 
discussion on the role of psychology at the stock market. 
Several quantitative studies towards measuring general 
sentiment and its relation to the stock market prices have 
been conducted. To evaluate sentiment, the method of 
sentiment analysis is employed. This method measures 
opinion in a different manner than via surveys, interviews 
or certain market indicators, which are commonly used to 
measure investors’ sentiment (Brown and Cliff, 2004; 
Baker and Wurgler, 2007). The method indirectly 
evaluates the sentiment contained in documents (e.g. news 
items) that presumably influence investors’ opinions. An 
example of application of this method is the study 
conducted by Tetlock (2007). The author derives a so-
called pessimism factor from a popular Wall Street Journal 
column. He shows that media pessimism is connected with 
both stock returns and trading volume. The author 
identifies their interrelation. Firstly, the proposed measure 
of media pessimism is a good predictor of the Dow Jones 
Industrial Average (DJIA). Secondly, lower stock returns 
in previous days contribute to deeper media pessimism. 
In a related research, Bollen et al. (2011) examine daily 
feeds from Twitter, a microblog portal, and investigate 
their predictive capabilities on the DJIA. They show that 
the data describing mood of society, measured 
by a sentiment analysis tools, can be useful in prediction 
of the direction of changes in DJIA. In the same paper 
they observe significant mood fluctuations around major 
social events, such as presidential elections 
or Thanksgiving. This reveals the potential of this 
method’s application. Hollum et al. (2013) investigate text 
mining methods for news articles of several companies 
listed in S&P500 index. The authors also draw attention 
to the fact that current results on the applicability of text 
mining methods are lacking consensus. Yet another 
example relevant to our study is so-called R-word index, 
an informal indicator of recession proposed by The 
Economist (http://www.economist.com/node/21529079, 
retrieved on December 7, 2014). By counting the number 
of appearances of the word ‘recession’ in major 
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newspapers, the recession index is derived, which appears 
to reflect relatively well fluctuations in the observed 
business cycle. Clearly, with the deepening crisis, more 
sources mention the word ‘recession’. On the other hand, 
an interesting question that arises is whether an increase in 
the number of news items related to the recession really 
contributes to its very expansion. We will not pursue the 
discussion here. 

The results of the research that has already been 
conducted in the field of sentiment analysis and the stock 
market prediction, as well as the theoretical foundations 
of the functioning of capital markets based on behavioral 
economics, are in line with the goal of our paper. There 
is also a great incentive to explore this area of research 
in the analysis of financial markets and their efficiency. 
Not to mention, many financiers and financial institutions 
use this approach as a tool for investing on the market. 
It should be obvious that algorithmic trading is being used 
extensively nowadays, which often causes market 
to behave in an uncontrolled way. For example, on April 
23, 2013 Associated Press had its Twitter account hacked 
and a fake message on bomb assassination in The White 
House was posted. It caused a massive decline 
in the market as indicated by Dow Jones and S&P 500 
indexes (http://www.bloomberg.com/news/2013-04-
23/dow-jones-drops-recovers-after-false-report-on-ap-
twitter-page.html, retrieved on December 7, 2014). The 
prices returned to its previous levels after the message was 
recognized as a fake one shortly after the dramatic drop. 

In the next section we will introduce the underlying 
method of our research – the computational treatment 
of the sentiment contained in text, i.e. sentiment analysis.   

3. Measuring Sentiment of Investors – The Method 
of Sentiment Analysis 

Sentiment analysis can be regarded as a subfield of text 
mining in information technology, which emerged as an 
individual research area around the year 2000 (Pang and 
Lee, 2008; Liu, 2012). It has also been used in stock 
market prediction, as discussed above. This approach 
towards stock market can be regarded as relatively new 
as compared to the two methods of forecasting stock 
prices with the use of technical analysis and fundamental 
analysis. Predictive modelling based on sentiment analysis 
may be considered as an alternative approach. The main 
idea is to process text (in particular, news items), measure 
its sentiment and relate it to stock market prices. 

People’s opinions are an integral part of our perception 
of the world and the way we see ourselves. Usually, when 
we do not have sufficient information about a certain thing, 
we want to find out what other people do think about it. 
Along with the great expansion of the Internet, social 
media sites and blogs, people’s views and opinions on a 
variety of matters became more accessible. The objective 
is to explore these opinions by means of computer 
algorithms. 

There are several terms used to name the field 
of automated opinion extraction from the text and its 
evaluation. The ones that are most commonly used are 
sentiment analysis or opinion mining, but terms such 
as subjectivity analysis, review mining or appraisal 
extraction and several others were also cited. Throughout 
the paper we will use the first term mentioned above. 

Before we define the objective of sentiment analysis, 
we should formally define opinion (Liu, 2012). 

Definition (Opinion): 

An opinion is a quadruple (e, s, h, t), where the 
subsequent elements denote: 

e – opinion target, i.e. an entity about which an opinion 
is expressed, 

s – sentiment about the target, which can be positive, 
negative, neutral or combination of these, 

h – opinion holder, 

t – time when the opinion was stated. 

In general, every component in the definition above 
constitutes an important part. Undoubtedly, opinion target 
e is essential. Sentiment can be depicted as a category, 
i.e. a negative, neutral or positive opinion. It can also 
be presented on an ordinal scale as a rating, or a two-
dimensional vector with positive and negative opinions 
recorded, or be of a more advanced form. The practice 
of quantifying sentiment on a two-dimensional continuous 
scale, positive and negative, is applied in the sentiment 
analyzer considered in this work. Opinion holder h is also 
essential, but depending on a domain it may be of greater 
importance. For example, when an opinion is expressed by 
a politician or an institution, it may be more significant 
depending on the reputation of the speaker. Time stamp 
t allows us to track how the opinions change in time. 
In our case, the opinion holder is assigned to the website 
which is the source of a particular news item. Time stamp 
is set to the moment in which the news item is published 
or downloaded, in case when publication date is not 
available. 

The definition above is relatively concise, and 
it should suffice for our purposes. In such a form, retrieved 
opinion from unstructured text can be stored 
in a structured way in a relational database. However, the 
definition can be further refined. It expresses a general 
opinion about an entity e. It is easy to see that a particular 
opinion can be more detailed. For example, if we have 
an opinion about a camera, it can concern its different 
aspects: its size, the quality of pictures it takes, the 
properties of battery, etc. 

Given the characterization of an opinion, we can 
formally define the goal of sentiment analysis (Liu, 2012): 

The objective of sentiment analysis: Given 
an opinion document d, retrieve all the opinion quadruples 
(e, s, h, t). 

The opinion mining procedure is, in general, a difficult 
task. Every feature of the opinion from the definition 
needs to be retrieved, but a mistake in one of the parts 
disqualifies the correctness of the whole classification. 
Moreover, making a machine understand the sentiment 
value of a sentence is hard. Such abstract concepts 
as humor, irony or sarcasm are difficult to evaluate 
as even humans interpret them differently. For a more 
detailed treatment of the field of sentiment analysis 
we refer to Pang and Lee (2008) and Liu (2012). 

Sentiment analysis may constitute a useful tool for 
many branches of science, as well as for business. It has 
a few interesting commercial applications. It may well be 
used in brand, product or project management as a 
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decision support system. It can be used in a review 
classification and summarization (Turney, 2002; Pang et 
al., 2002; Hu and Liu, 2004; Brody and Elhadad, 2010). 
Usually, before making a purchase, customers want to find 
out the opinion of other people who have already bought 
the product. Performing sentiment analysis of reviews is a 
fast way to summarize people’s views on a particular 
product. Moreover, it can be used to monitor a brand’s 
reputation on the Internet and identify strong points and 
weaknesses of goods. This can be done fast in an 
automatic way, which is infeasible for a human, or it 
would require much work. In turn, it can be used as a 
decision aid system in product and production 
management which signals the sentiment toward a 
particular good. Such information can be used to enhance 
the current product and engineer it in a way that meets 
customers’ needs. Sentiment analysis may be also used to 
analyze and address critical points in social networks e.g. 
at enterprises via analysis of e-mails or periodic reports. 
This may be a quick way to identify strengths and 
weaknesses of projects and allow managers to address 
certain issues in advance (Bramsen et al., 2011; Prieto, 
2013). This can be considered as an alternative approach 
to other ways of managing projects or constructing 
performance indicators via surveys or interviews see, e.g. 
Salloum (2013), Bouras and Bendak (2013). Another area 
of sentiment analysis application is in politics, where 
public opinion and the way media express opinions plays 
a major role (O’Connor et al., 2010). Tracking public 
sentiment towards acts and regulations is of major 
importance for politicians in the decision making process. 
Also, based on sentiment analysis of microblog services 
results of elections can be predicted (Tumasjan et al., 2010; 
Wang et al., 2012). Sentiment analysis may also be 
applied as a sub-component technology in 
recommendation systems and more accurate advertisement 
placements. An advertisement would be displayed (hidden) 
when positive (negative) feedback were received in the 
vicinity of a possible placement of the ad. Yet another area 
of sentiment analysis application is citation analysis, 
where it could be used to detect whether an author is 
supporting or dismissing of another author’s work that he 
or she cites (Small, 2011). 

We shall briefly describe the sentiment analyzer which 
was used to evaluate news items that contained sentiment 
in our study (Mulder et al., 2004). It is an unsupervised 
lexicon-based method toward sentiment evaluation. The 
system aims to exploit cognitive bias in a person’s 
decision making process. More precisely, it aims at the 
affect and availability heuristics as a source of cognitive 
bias. The affect heuristic concerns the fact that a personal 
view might be biased due to subjectivity expressed 
in financial news. The availability heuristic states that 
people’s judgments are biased by the ease to recall 
particular examples. With the Internet appearing 
as a widely used and influential medium nowadays, the 
affect and availability heuristics could bias people’s view 
on the stock market prices and as a consequence, have 
impact on their investment decisions. In turn, these biased 
decisions influence prices of particular stocks. 

We proceed to description of the system. For a chosen 
monitored entity (i.e. a company) and a particular piece 
of news, the sentiment analyzer operates by searching for 
relevant sentences in the text, i.e. sentences which mention 
the entity. Next, it measures sentiment in the sentence 
toward that entity. The way it determines sentiment 

is based on a dictionary with affective words. The words 
are assigned weights ranging from 1 (maximal positive 
sentiment) to -1 (maximal negative sentiment). The words 
in the dictionary are assigned weights in accordance with 
the system inventors’ subjective evaluation of sentiment 
contained in them. In total, the dictionary has roughly 
1400 entries. The system accounts for negations, which 
change the sign of a particular weight value. Further, the 
distance (measured by the number of words) between the 
name of an entity and an affective word (a word appearing 
in the dictionary with a non-zero weight) is taken into 
account – the greater the distance, the less impact the word 
has on the emotional tone of a sentence. The total 
sentiment value of a given sentence is the sum 
of sentiment values of the words appearing in it. Affective 
values aggregated from a piece of news yield two scores, 
which indicate its positive and negative sentiment. At the 
final stage these scores are normalized so that they are 
contained in the unit interval [0, 1]. It should be clear that 
scores derived by the system include substantial noise. 
The data we are working with is not perfect. Nevertheless, 
we shall treat it as the first approximation of sentiment 
toward the companies under consideration. 

Having introduced the key method of our analysis, 
we present experimental results in the next section. 

4. Quantitative Study of Sentiment and its Relation 
to Stock Returns 

In this section we present the data, setup of our experiment 
and results. We start with describing data. Next, we 
present the results of regression analysis of stock returns 
against sentiment data. 

4.1. Data  

In our analysis we focus on several companies whose 
shares are traded on Euronext stock exchange. Financial 
data are obtained from the Yahoo! Finance website 
(http://finance.yahoo.com/, retrieved on December 7, 
2014.). The period of the analysis covers four years and 
a quarter, from January 1, 2009 to March 31, 2013. The 
data, derived by means of sentiment analysis discussed 
in the previous chapter, we refer to as sentiment data, 
i.e. sentiment scores derived from news items for 
particular monitored entities (data were provided 
by Sentient Information Systems, http://www.sentient.nl). 
A pair of a positive and negative score we refer to simply 
as scores. The starting and closing date of the analysis are 
dictated by the availability of sentiment data. 

The size of a company, its popularity and the impact 
on the economy constitute factors that influence the media 
interest. Therefore, some companies receive more 
attention than others. In order to obtain meaningful results, 
we decided to choose the companies with the highest 
number of relevant news items (articles), i.e. the ones 
containing a company name at least once. The number 
of relevant news items per each company during the 
period of investigation is summarized in Table 1. 

Table 1 reveals that there is significant variation in the 
number of relevant news items per company. 

 

Journal of Engineering, Project, and Production Management, 2016, 6(1), 53-62 

56    Lasek, M.  and Lasek, J. 



 

 

Table 1. The amount of relevant news items per company 

No. 
Company 

Number of 
relevant news 

items 

1 AEGON 22210 

2 Ahold 56504 

3 Akzo Nobel 4006 

4 ASML 9749 

5 Corporate Express 531 

6 DSM 9754 

7 Hagemeyer 166 

8 Heineken 21870 

9 ING 69784 

10 KPN 38234 

11 Philips 31333 

12 Randstad 22561 

13 Royal Dutch Shell 2663 

14 SBM Offshore 6599 

15 TNT 19918 

16 TomTom 19069 

17 Unibail Rodamco 770 

18 Unilever 37691 

19 Vedior 388 

20 Wolters Kluwer 3587 

 

The largest number of articles regards ING – 69784 – 
and the smallest number Hagemeyer – only 166. In the 
database, there are given scores for 1541 out of 1551 days 
during the investigated period between January 1, 2009 
and March 31, 2013. For a few days scores are not present 
(from June 27, 2009 till June 30, 2009, November 30, 
2009 and from February 24, 2010 till February 28, 2010). 
This gives an average number of 13.55 relevant articles 
per company per day. 

We decided to focus on the following list of 10 
companies: AEGON, Ahold, Heineken, ING, KPN, 
Philips, Randstad, TNT, TomTom and Unilever. Our 
choice is motivated by the availability of sentiment scores 
for these entities. On average, for this set of companies, 
we have the number of 22 scored articles per monitored 
entity per day. 

Along with the number of articles per day we were 
also interested in free float of a company’s shares. It is 
defined as the fraction of all shares available to the public 
(i.e. individual investors who own less than 5% of the total 
number of shares), excluding company insiders and 
institutional investors. It is an important factor taken into 
consideration in our analysis. The idea behind our research 
problem is that media sentiment influences investors’ 
sentiment. Our goal is to choose companies whose shares 
are distributed among many financiers who presumably 
are following the news and consider it as an element in the 
decision making process of portfolio management. 
Therefore, we choose the companies with high values 

of free float. Low value of free float indicates that the 
shares are owned by relatively few investors. Their 
decisions influence prices to a greater extent, which is an 
undesired effect; volatility of a stock can be attributed 
to decisions of few major investors. We concluded that 
on average free float remains constant or changes 
insignificantly over time. But for Heineken and TomTom 
with free float around 0.45, all the companies under our 
consideration have free float over 0.90 in the span of our 
analysis. Having in mind the possible influence of low 
values of free float on the volatility of a stock, we will 
come back to this issue in the subsequent section. 

Having retrieved and preliminarily presented the 
scores, we proceed to create attributes that aggregate the 
information they provide. The features extracted in this 
section will be used in model building in later part. Before 
we proceed to describe derived features, we define what 
does a single day for data aggregation in our analysis 
means. Euronext stock market, where the shares of the 
companies under our consideration are traded, operates 
on daily basis between 9:00 and 17:30 CET. We decide 
to establish a 24-hour cycle, starting at 17:00, as a single 
day for aggregating data in our analysis. For explanatory 
analysis, we focus on the estimation of daily returns at day 
using the data from last several days (up to day t) and for 
predictive modelling we perform prediction of the next 
day’s stock price changes (at day t+1) using the same data. 

We engineered the following basic features based on 
sentiment scores: 

1. Sum of positive/negative scores – summation 
over all positive (negative) the scores on a given 
day. 

2. Difference between positive and negative 
scores – given a score (p, n), where p stands for a 
positive score and n for a negative one, we derive 
the difference p-n. It can provide an additional 
insight into the difference between the positive 
and negative sentiment. 

3. z-score for positive/negative/difference scores – 
this attribute is intended to measure the recent 
changes of a given score. For a chosen sentiment 
variable (as defined in point 2. above) on a given 
day d it is computed according to Eq. (1): 




m

md
d

s
z


                       (1) 

where sd denotes the value of the sentiment 
variable, μm and σm are the sample mean and 
standard deviation of the sentiment variable 
computed with the use of m recent days. This 
attribute is simply standardized sentiment score. 

Fig. 1 illustrates the relations that we look for. For 
Unilever, daily return and 5-days z-scores for differences 
in sum of positive and negative sentiment scores are 
presented on the same plot (for a sample of thirty-seven 
trading days between May 15, 2012 and July 4, 2012). 
Returns are expressed in percentage values. 
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Fig. 1. Daily returns and 5-day z-scores for Unilever 

We see that both time series exhibit similar behavior to 
a certain degree. On several occasions the two series share 
the pick values at the same moment. It is hard to conclude 
that one of them determines the other though. There is a 
moderate positive correlation between the two series equal 
to 0.35 (at the edge of significance level of 0.05). 
However, if we correlate one-day lagged returns with z-
scores and one-day lagged z-scores with returns, we arrive 
at correlations equal to 0.08 and -0.07 respectively, which 
are not significantly different from 0. 

4.2. Regression analysis of stock returns against 
sentiment 

To perform regression, we select a set of variables that are 
suggested by the theory and that are relevant to our study. 
We use several variables along with their lagged values. 
To verify whether daily returns can be explained to a 
certain extent by sentiment in news appearing on the 
Internet we suggest performing the following regression 
model of stock returns: 
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                (2) 

where: 

rt – denotes return on day, 

pt, st – stand for the sum of positive and the sum of 
negative scores on a given day t respectively, 

m, f - are equal to 1 if day t is Monday or Friday 
respectively, and 0 otherwise, 

zt,k – denotes calculated z-score with the use of last k 
days for computing the mean and standard deviation, 

ϵt – is independently and identically distributed 
Gaussian error term.  

Moreover, L(*) is the lag operator, L(xt) = xt-1 and βi are 
the coefficients to estimate, i = 0, 1, …, 8. 

The set of chosen variables is motivated by the theory 
and the goal of our paper. We include previous day’s 
return to investigate whether the returns are dependent 
(to remove any possible autocorrelation). The two 
indicator variables for Monday and Friday were 
introduced to account for the day of the weekend-effect 

(French, 1980). The most interesting variables, from the 
point of view of our research, are the sums of positive and 
negative scores. We introduced to the model their values 
lagged by one day. We believe that older values of the 
sentiment features are irrelevant (this was also supported 
by insignificant coefficient estimates for models with 
additional lags). Finally, we introduced z-score to capture 
the deviation of day t sentiment with respect to the recent 
days. This variable is correlated with both positive and 
negative sentiment scores. This means that it carries 
similar information. We inspected several values of k, the 
number of days to compute mean and standard deviation 
in Eq. (1) as described in previous subsection. However, 
different choices yielded analogous quantitative and 
qualitative conclusions with a tendency for diminishing 
significance of coefficient estimates for larger values of k. 
Therefore we decided to set k = 5. 

We set the significance level to 0.05 for inference 
about significance of estimates. The results of estimation 
procedure are presented in Table 2.  

Table 2. Result of least squares estimation of the linear 

model given by Eq. (2) 

Variable 
Coefficient 

estimate 
(β) 

t-statistic p-value 

intercept -0.0002707   -0.600 0.548 

L(rt)  0.0066005    0.615 0.539 

m  0.0002636    0.341 0.733 

f -0.0002145   -0.285 0.775 

pt  0.0015399  14.713 <2e-16 

nt -0.0019647 -13.167 <2e-16 

L(pt) -0.0005150  -4.807 1.56e-06 

L(nt)  0.0006941   4.593 4.43e-06 

zt,5  0.0004621   1.202 0.229 

 

The variables in the model are jointly significant, as 
indicated by F-test statistic. However, only four variables 
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are significant individually (in bold in Table 2). 
Furthermore, we observe no significant day of the week 
effect. Moreover, the intercept and lagged value of return 
are insignificant. This is in line with the Efficient Market 
Hypothesis in the weak form. It states that historical 
values of stock prices cannot be used for prediction 
of future values. The significant variables are the sum 
of positive and negative sentiment scores: pt, nt and their 
values lagged by one day. 

Our next step is to simplify the model given by Eq. (2). 
We test the hypothesis on the joint insignificance of the 
intercept and other individually insignificant variables in 
the model. To this end, we estimated the restricted version 
of the model. 

.)()( 5432  tttttt nLpLnpr             (3) 

The results of the estimation are given in Table 3.   

Table 3. Result of least squares estimation of the 

restricted model 

Variable 
Coefficient 
estimate (β) 

t-statistic p-value 

pt    0.001570  16.857 <2e-16 

nt  -0.002057 -15.435 <2e-16 

L(pt)  -0.000541   -5.274 1.37e-07

L(nt)   0.000697    4.764 1.93e-06

 

Based on the estimated models, we compute F statistic 
and test whether the restriction can be imposed. The p-
value of the statistic is equal 0.76, which means that the 
hypothesis on joint insignificance of reminder variables 
cannot be rejected. The R2 statistic for the model given by 
Eq. (3) is equal to 0.0403, which means that the model 
explains roughly 4% of the total variance of daily returns. 
This is a relatively small fraction. However, similar 
number was reported in an analogous study by Tetlock 
(2007). Also, comparing both the Akaike and Bayesian 
information criteria, the simplified model given by Eq. (3) 
should be preferred to the model given by Eq. (2). We also 
tried to simplify the model further, in order to aid 
interpretation. For example, we examine a hypothesis 
whether we can put β2 = - β3 and β4 = - β5 in the model 
given by Eq. (3). However, it was rejected as being too 
restrictive. 

We turn to the interpretation of the results. First of all, 
the qualitative interpretation of the coefficients associated 
with variables pt and nt is in line with our intuition. The 
total sum of positive scores contributes to the increase of 
daily return. Just the opposite applies to the total sum of 
negative scores. However, the coefficients for the lagged 
values of these variables, L(pt) and L(nt), do not have such 
an intuitive interpretation. They are also much smaller 
in magnitude in comparison to the estimates at day t, 
which suggest that their influence on returns is smaller. 
A quantitative interpretation of daily returns yields that an 
increase in the total sum of positive scores on the current 
day (pt) by1 yields 15.6 basis points increase in daily 
returns. 

We shall emphasize an important point about the 
lexical sentiment analyzer discussed in previous parts. 
In the dictionary of affective words, there are entries such 

as ‘gain’ or ‘profit’ and ‘loss’ or ‘losing’ with non-zero 
affective values. Although words associated with gaining 
or losing are relatively scarce in the list of roughly 1400 
affective words, this point may partially explain our 
findings. On the other hand, news regarding these events 
may well intensify them on a self-feedback loop basis 
(Shiller, 2005). 

The next step is to examine the robustness of our 
methodology. First of all, the regression of stock returns 
was performed jointly for ten companies. Because 
different stocks can exhibit dramatically different behavior, 
we apply the regression model given by Eq. (3) for each of 
the companies separately. Table 4 below summarizes the 
results. Single and double stars denote the estimates 
significant at the level of 0.05 and 0.01 respectively. In 
each case, excluding Ahold, the four variables were jointly 
significant at any standard level of significance (p-value of 
F less than 0.001). In case of Ahold, p-value of statistic 
was equal to 0.0107. 

When we carry out multiple regressions, we observe 
consistent qualitative findings for the variables pt and nt. 
The total sum of positive scores is associated with 
an increased return and the total sum of negative scores 
with lower returns. For the lagged values of these 
variables the result are not consistent anymore (in terms 
of sign of coefficient estimates) and in most cases 
insignificant. We conclude that the sentiment aggregates 
at day t (variables pt and nt) are correlated with returns. 
The direction of the relation is in line with intuition. 
However, their lagged values do not share this property. 
It supports the claim that any potentially useful 
information is immediately included in stock prices. 
Finally, in the previous section we discussed the issue 
of a low free float. Heineken and TomTom are the 
companies with the lowest free float of 0.45. Nevertheless, 
low value of this statistic does not appear to perturb the 
results and our conclusions. 

Regression analysis in this section provided us with 
a preliminary insight into sentiment data and its 
connection with daily returns. We observed its correlation 
with the total sentiment (i.e. the sum of the scores) and 
daily return. In this way we verified that the sentiment 
toward a company influences its returns. Though, the 
relation does not seem to be long-lasting. When we tried 
to predict next day’s change in returns (increase 
or decrease) with current day’s financial and sentiment 
data, the accuracy of predictions were no better than that 
of a coin flip. 
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Table 4. Regression model of stock returns against sentiment variables per company  

Company 
Coefficient estimate for the variable 

pt nt L(pt) L(nt) 

AEGON 0.002213** -0.003522** -0.000677 0.001814** 

Ahold 0.000278* -0.000604** -0.000221 0.000257 

Heineken 0.001051** -0.001175** -0.000295 0.000267 

ING 0.002106** -0.002366** -0.000723* 0.000845* 

KPN 0.000717** -0.001281** 0.000016 0.000010 

Philips 0.001268** -0.001852** -0.000294 0.000867* 

Randstand 0.001716** -0.001946** -0.000011 -0.000557 

TomTom 0.003345** -0.003266** -0.001656** -0.000554 

TNT 0.008096** -0.007361** -0.003482* 0.002720 

Unilever 0.001073** -0.001727** -0.000446** 0.000959** 

 

5. Conclusion 

In this paper we investigated the relation between the 
news items appearing in the Internet and stock market. 
With the use of sentiment analysis, positive and negative 
sentiments in news items were measured. This allowed 
us to arrive at so-called sentiment scores. The goal of our 
research was to verify whether sentiment (measured by the 
scores) towards a chosen company influences its daily 
stock returns. To verify this claim, we estimated 
a regression model of stock returns against sentiment 
scores. We found that there is a relation between the 
sentiment included in news items and the same day 
company’s returns. More precisely, the sum of positive 
scores is associated with an increased return, and a reverse 
relation applies to the sum of negative scores. Given these 
results we conclude that the sentiment does influence 
stock returns. The more positive the sentiment, the greater 
the stock returns. It seems that the sentiment is one of the 
factors that are taken into account in financial products 
valuation. The psychology does seem to affect stock prices 
and to play role on the capital market. 

Our paper also shows the potential of application 
of the sentiment analysis method in order to automatically 
process text for sentiment evaluation. The analysis 
revealed that the sentiment in news items appears 
to influence returns of companies. This could be used for 
short-term investing in the capital market. However, 
we note that frequent trading yields high transaction costs. 
Moreover, since we gathered current day’s news items and 
returns, we would need to make a decision on investing 
based on the analysis of content of news gathered earlier, 
perhaps using less data than we did (all the news items 
appearing before 17:00 prior to closing of the market 
at 17:30). 

There is a growing interest in application of advanced 
data analysis methods to financial markets. A number 

of researchers, as well as individual investors and financial 
institutions, investigate the potential of trading based 
on sentiment analysis and predictive power of data derived 
in this manner. As it happened with previously discovered 
anomalies that cancelled out, we may observe similar 
phenomenon regarding such a form of investing 
in financial markets. If sentiment analysis based trading 
strategies yield profits, their increased usage should 
arbitrage off possible gains and increase market efficiency 
with time. 
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